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Abstract

Matched transaction-level, credit-registry, and survey-based data show

consumers on average form excessively high (low) income expectations relative to

ex-post realizations after unexpected positive (negative) income innovations. These

extrapolative income expectations lead consumers to increase current spending,

accumulate more debt, and face more defaults when lower-than-expected incomes

realize. We assess the aggregate implications by estimating a consumption model

with defaultable unsecured debt and diagnostic Kalman filtering whereby consumers

over-extrapolate income shocks when forming expectations. Extrapolative income

expectations can contribute to explaining state-dependent household debt cycles

qualitatively and quantitatively.
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I Introduction

Understanding the causes and consequences of household debt choices is important

because spikes in household debt predict economic crises across space and over time.

Both supply- and demand-side channels contribute to debt choices.1 Due to their intrinsic

co-determination, isolating supply- and demand-side drivers using observational data is

empirically challenging: unobserved shocks might affect both channels and both channels

could influence and reinforce each other.

Building on studies of the effects of subjective income expectations on consumption

(Jappelli and Pistaferri, 2000), this paper proposes a micro-to-macro approach to estimate

the effects of subjective income expectations on debt choices and assess the aggregate

implications of this channel. Our consumer-level panel data combines spending decisions,

income inflows, and consumer-credit limits from bank accounts, debt choices from credit-

registry data, as well as repeated income expectations elicited via customized surveys.2

This setting enables us to study the within-individual dynamics of subjective income

expectations as well as their relation with consumption and debt choices. In each period,

we can compute individual-level unexpected subjective income shocks as the difference

between consumers’ realized income and numerical income expectations for that period

based on prior survey waves. We can also compare expectations about future income with

subsequent income realizations—a direct measure of the ex-post accuracy of subjective

income expectations.

We start by documenting that the average consumer’s income expectations overreact

to unexpected income shocks after both positive and negative shocks: after an unexpected

shock in either direction today, expectations about future income are systematically

inaccurate in the direction of the shock relative to subsequent realizations. The size of this

overreaction increases proportionally with the size of the unexpected shock. These results

hold after keeping constant a rich set of individual-level characteristics. At the same time,

the extent of overreaction is heterogeneous across demographics. The size of the belief

1See, e.g., Reuven and Lansing (2010); Mian and Sufi (2014); Mian et al. (2017); Agarwal et al. (2017);
Mian et al. (2020); Bordalo et al. (2018); Bianchi et al. (2021); Chodorow-Reich et al. (2023).

2For recent reviews of survey-based research in economics, see Haaland et al. (2021) and D’Acunto
and Weber (2024).
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mistake is larger for lower-income consumers, consumers who face more volatile income

flows, and younger consumers. These patterns hold when we only exploit variation within

individuals over time in specifications with individual fixed effects. Decomposing income

shocks into permanent and transitory shocks (Pistaferri, 2001a; Meghir and Pistaferri,

2004) reveals that transitory shocks account for about three-quarters of the variation in

unexpected income growth.3 At the same time, both permanent and transitory shocks

lead to systematic income forecast errors, which suggests that consumers learn from both

types of shock when forming their beliefs.

We then assess if inaccurate subjective income expectations relate to consumption

and debt choices. We find they do: the larger the mistake in income expectations, the

larger the present-day increase in spending and the additional debt consumers take.

Furthermore, consumers’ likelihood of default increases with the income expectations

mistakes.

Overall, the first part of the paper provides direct micro-level evidence of an

expectations-based channel of debt choices whereby the average consumer forms

systematically excessive beliefs about future income when facing unexpected income

shocks. When facing positive unexpected income shocks, she consumes more and raises

more debt to finance higher current spending. Once subsequent income does not reach

the expected level, she is more likely to default. When facing negative unexpected income

shocks, she cuts her current spending swiftly and reduces her debt.

The second part of the paper aims to assess the aggregate implications of the

micro-level channel we document empirically. Our micro-level evidence is based on

different shocks that hit consumers at the same point in time but, in the aggregate, income

shocks are likely correlated across consumers: in times of positive GDP growth, more and

more consumers will face positive income shocks, part of which might be unexpected. Due

to biased income expectations, a larger fraction of consumers will increase consumption

and accumulate more debt. By contrast, when GDP growth turns negative, more and

more consumers will face unexpectedly negative income shocks and swiftly cut their

consumption and borrowing.

3We thank Deniz Aydin for suggesting this test.
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Based on this intuition, we augment a standard consumption model with incomplete

markets and heterogeneous agents with defaultable debt to assess the implications of the

dynamics of subjective income expectations for aggregate household debt cycles. In the

model, consumers learn about the permanent component of their income process on the

basis of a noisy signal (their income realization) with the Kalman filter as the rational

benchmark. Our micro-level results detect extrapolative subjective income expectations

but do not inform us on the specific microfoundation of this extrapolation. We choose

to model extrapolative beliefs with diagnostic expectations, which have been recently

introduced in macroeconomic models, are consistent with our micro-level evidence, and

are portable to several other theoretical and empirical applications in economics.4

The model matches several empirical moments of the liquidity distribution, such

as the fraction of debtors in the economy as well as the average and median wealth to

income ratios. The model also matches successfully the relationship between errors in

expectations and consumption, debt, and default outcomes we observe in the micro data.

We use the model to simulate a heterogeneous-agent economy to isolate the effects

of extrapolative income expectations on the dynamics of aggregate consumption, debt,

and defaults. Extrapolative expectations amplify the effect of positive income shocks on

income expectations and consumption. For this reason, agents start accumulating more

debt after positive income shocks relative to the rational-expectations benchmark. Once

we remove positive shocks, default risk increases substantially. By contrast, it does not

increase with rational expectations.

We also use the model to show that extrapolative expectations can produce aggregate

patterns of consumption and debt like those in the US around the 2008-2009 Financial

Crisis, which motivated the recent strand of macroeconomic research on household debt

cycles. Our structural model’s simulation suggests that extrapolative subjective income

expectations can generate aggregate dynamics consistent with facts about household

debt cycles documented in this strand of research. For instance, the facts that elevated

4Other microfoundations of extrapolative expectations are also consistent with our empirical results.
For instance, see Barberis et al. (2018), Barberis (2018), and Li et al. (2023). Other forms of learning—
such as learning about the long-run mean of the income process—could be consistent with our results
too.
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consumer sentiment implies higher subsequent debt growth (López-Salido et al., 2017) and

that the end of a boom usually coincides with times of high financial fragility (Greenwood

et al., 2019; Maxted, 2023).

Our evidence of a demand-side channel does not imply that supply-side channels are

irrelevant to explain consumption and household debt choices. For instance, Aydin (2022)

and Yin (2022) document the impact of banks’ credit choices on consumers’ debt and

spending using randomized increases in credit card limits. Bornstein and Indarte (2023)

find that expanding social insurance via Medicaid eligibility increases households’ financial

resilience and hence credit supply, which leads to higher household debt accumulation.

Finally, Kluender et al. (2024) show that both beliefs (demand) and constraints (supply)

drive low-income workers’ consumption decisions.

Our paper contributes to at least three strands of literature. First, we contribute

to the rich literature on the consumption response to income changes (Jappelli and

Pistaferri, 2010a) and especially on the marginal propensity to consume (MPC) out of

income shocks (Parker et al., 2013; Kueng, 2018; Olafsson and Pagel, 2018; Fuster et al.,

2020; Jappelli and Pistaferri, 2020; Baugh et al., 2021; Fagereng et al., 2021; Colarieti

et al., 2024).5 Our study is closely related to work on the consumption response to shocks

to total income rather than one-time wealth transfers (Ganong et al., 2020; Krueger et al.,

2023). Our estimates of the consumption elasticity to income shocks are similar to the

estimates in Ganong et al. (2020). We contribute to this line of work by providing the

first evidence on income shocks affecting consumption through a biased-beliefs channel as

well as the implications for consumers’ borrowing and default. Our empirical findings

on how consumption adjusts to income shocks are therefore informative for models

describing households’ consumption-saving motives. Distinguishing between these models

is important to understand both the joint dynamics of income and consumption and

the response of the macroeconomy to various types of shocks. In addition, it provides

useful insights for policy analysis, including the optimal design of social insurance and

redistribution programs, which depend on how households insure against idiosyncratic

income shocks.

5See Attanasio and Weber (2010) and Jappelli and Pistaferri (2010b) for earlier reviews and Kaplan
and Violante (2022) for a recent review of MPCs in heterogeneous agent models.
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We also add a micro-level perspective to the debate on the drivers of credit cycles.

Theoretically, two categories of explanations emerge. On the one hand, financial frictions

in the corporate and household sectors can be an amplification mechanism that induces

cycles in credit supply (for instance, see Kiyotaki and Moore (1997), Gertler and Kiyotaki

(2010), Brunnermeier and Sannikov (2014), He and Krishnamurthy (2019), Li (2019),

and Mian et al. (2020)). On the other hand, subjective beliefs can also be relevant. For

instance, beliefs might change when the incentives of producing information change over

time, thereby inducing swings in asset prices and macroeconomic fluctuations (Gorton

and Ordoñez (2014), Dang et al. (2020)). Allowing expectations to be extrapolative also

generates credit cycles (Bordalo et al. (2018), Bianchi et al. (2021), Bordalo et al. (2021),

and L’Huillier et al. (2023)). Our paper provides empirical evidence at the micro level

consistent with a demand channel based on consumers’ beliefs. Our findings are also in

line with Kaplan et al. (2020) who show that changes in beliefs of future housing demand

were the most important driver of the increase in house prices before the 2008-2009

Global Financial Crisis and the subsequent slump. On the empirical side, the analysis of

credit-cycle fluctuations so far has mostly focused on aggregate economy-wide or regional-

level data.6 Our paper contributes to this literature by providing micro-level evidence

from the household sector in a panel dataset that allows us to uncover how unexpected

income shocks can induce over-reaction of expectations of future income, which leads to

an excessive accumulation of debt and higher subsequent default rates.

Lastly, this paper contributes to the literature on the role of beliefs in explaining

intertemporal consumption choices (see DellaVigna (2009) and Benjamin (2019) for

reviews). Ameriks et al. (2020) document the role of survey-elicited beliefs on retirement

choices. Manski (2004), Ameriks et al. (2020), Giglio et al. (2021), and Beutel and

Weber (2022) study the relationship between beliefs and stock-market investments. Bucks

and Pence (2008), Bailey et al. (2019), and Kuchler et al. (2022) analyze how beliefs

affect mortgage leverage choices. Roth and Wohlfart (2020), Coibion et al. (2022),

6See, for instance, Bordo et al. (2001), Borio and Lowe (2002), Claessens et al. (2010), Reinhart and
Rogoff (2009), Borio and Lowe (2013), Jordà et al. (2013), Baron and Xiong (2017), Greenwood et al.
(2020), Krishnamurthy and Muir (2017), Mian and Sufi (2018), Mian et al. (2020), and Baron et al.
(2020), among others.
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D’Acunto et al. (2022, 2023), and Chopra et al. (2023) assess the effect of macroeconomic

expectations on households’ consumption, saving, and borrowing choices. Kluender et al.

(2024) study the role of beliefs in explaining low-income workers’ consumption decisions

and their relevance relative to financial constraints. Rozsypal and Schlafmann (2023)

study the consumption response to income shocks when consumers over-estimate the

persistence of their income process. In contemporaneous work, Bellifemine et al. (2024)

use survey data from Italy to study the heterogeneous effects of income extrapolation

on saving rates. Our work instead focuses on the drivers and effects of biased income

expectations on consumption, debt, and default outcomes.

II Institutional Setting and Data

We collaborate with a large Chinese commercial bank. The bank operates nationally and

is among the top 10 commercial banks in the People’s Republic of China by total assets.

In 2023, the bank’s total assets totaled more than one trillion U.S. dollars with more than

70 million active account holders.

We obtained transaction-level information on a consumer population that is

representative of the Chinese banked population and fielded multiple waves of a

customized survey on these consumers to elicit their subjective income expectations.

Based on the fielding of our surveys, the sample period for our main analysis is from 2020

to 2023. We extend the sample for robustness tests to confirm the relationship between

income shocks and consumer decisions within individuals over longer time periods for

which we do not have subjective expectations data from customized surveys.

For each account holder, we have also obtained data from the Credit Reference

Center of the People’s Bank of China (China’s official credit registry) on total outstanding

debt and its composition. The Credit Reference Center aggregates information from all

financial institutions from which borrowers receive credit and not only the bank with

which we cooperate, which allows us to observe the full size and structure of borrowers’

liabilities.
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A. Identifying Primary Bank Users

The credit registry does not collect spending information. To study consumption choices,

we thus need to rely on the transaction-level data from the bank. Consumers might have

multiple banking relationships and multiple spending accounts, though. This would be a

concern for our analysis if consumers had systematically different spending habits across

accounts and these habits were a function of income expectations and past income shocks.

To reduce this concern, we follow recent research using single-provider transaction-

level data (e.g., see Ganong and Noel (2019)) and impose two restrictions on the accounts

that enter our empirical analysis to capture consumers who are likely to use the bank

as their primary banking institution. First, we only consider consumers whose bank

accounts include at least 15 outflows during the sample period. An outflow is any debit

from a checking, saving, or credit card account, including a cash withdrawal, an electronic

payment, or a card transaction. Imposing this criterion reduces the original sample by

approximately 35%. Second, we only consider consumers who have their regular income

deposited at our partner bank. This restriction drops about 15% more observations. Our

results are not sensitive to the levels of these cutoffs and are similar if we do not impose

any restriction at all.

B. Measuring Income, Spending, and Debt

We compute income inflows and spending outflows from transaction-level data. For

income, we follow the steps the bank uses, which identify individual income following

a classification rule of regular inflows. The bank classifies income into salary or business

cash flows. Salary is defined as the regular periodic inflows (income and bonuses) for

consumers who declare working as employees. The bank calculates this number in one

of two alternative ways. First, if income is paid as a direct deposit from the employers

into the bank accounts, the number is directly labeled as salary. Otherwise, the bank

can identify income if the consumer’s social security insurance, which is a fixed portion
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of the consumer’s income, is paid through the bank.7 We calculate income from business

operations as the difference between total inflows and total outflows of transactions that

the bank categorizes as business operations.

Overall, 70.5% of all income in our sample is from salary and 29.5% from business

cash flows. These figures are not only representative of the Chinese banked population

but also accurately computed at the individual level. We can make this claim because, for

each account holder, we can retrieve the income they report to the Chinese tax agency.

We report the results of this comparison in Panel A of Figure A.1, which is a binned

scatter plot comparing the income computed by the bank and the income account holders

report to the Chinese tax authority. We see a strong linear relationship between these

two values, with a R2 of 84%, which corroborates the quality of our income data. For

our sample of primary bank users, the bank does not seem to systematically miss income

sources.

We compute monthly total spending as the sum of all purchase transactions excluding

installment payments on mortgages and vehicles plus the total repayments of linked credit

cards’ end-of-month balances between the end of the last billing cycle and the current

billing cycle.8

For debt, we rely on data from the Chinese credit registry which includes the debt

across all banking relationships individuals have. We compute debt at the individual

level as the sum of outstanding interest-incurring balances on all credit cards and other

unsecured personal loans in the credit registry.

7In China, social security payments have six components: five types of insurance and a housing
provident fund. The types of insurance are paid as a fixed proportion of the worker’s monthly income.
One such insurance is the retirement saving insurance, which is similar to retirement savings plans in the
US. The monthly contribution is 8%. However, the income base for social security is usually capped at the
two tails of the income distribution. The caps vary across space and are usually set between 30%–300%
or 40%–400% of the previous year’s average income in each location. The uncapped distribution covers
most Chinese workers (∼ 90%). We remove consumers in the capped regions from the final sample.

8During our sample, Chinese residents mostly use Alipay or Wechat pay as a method of payment.
Two ways exist to use them: 1) linking the apps with debit or credit cards; 2) storing a small amount of
money on the platforms’ change wallets. With our data, we can observe the former, which is the most
common method of payment, but not the latter. A supplementary survey by the bank shows only around
7% of all transactions are based on payments via the change wallets.
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C. Survey Design and Answers’ Reliability

To elicit consumers’ expectations, we designed a customized survey that the bank

administered on our behalf. Figure 1 plots the timeline of the survey. The bank fielded

the surveys in 2020, 2021, and 2023. Each year, bank customers received two waves of

surveys, one at the beginning of January and one at the beginning of July. Each wave

elicited expectations over the subsequent six-month period.9

To limit survey fatigue, the bank imposed a limit of 12 questions.10 We report the

English version of the survey (which was administered in Mandarin) in Appendix VI. On

average, survey participants spent about 4 minutes answering the survey. The average

compensation was 10 CNY, which is above the 95th percentile of the hourly wage rate in

China and allowed us to reach a high response rate (68%).

The survey starts by describing its purpose. Besides ensuring informed participation,

this step aims to eliminate any potential strategic motives in answers: without

explanations, respondents might incorrectly infer that their answers are used to shape

the types and quantities of financial services the bank would offer them going forward.

To avoid this, respondents read the following paragraph:

The data will be analyzed by third-party research scholars for scientific research

purposes and will not be evaluated by this bank. We will not disclose participants’

identifiable information in any respect. We will not, to any extent, change the types

of financial products we provide, including credit scores, credit limits, deposit rates,

etc., based on participants’ answers. Therefore, please answer based on your actual

opinion.

Subsequently, respondents report their total income over the previous 12 months.

Because we observe income inflows in the data and we restrict the sample to primary

bank users, we can use this question to assess if respondents answer truthfully. If we were

concerned that respondents answered the survey questions randomly to finish fast and/

or to provide false information on purpose, the answer about income would capture this

behavior. Panel B of Figure A.1 compares reported income values in the survey with the

9The bank requested six-months lags, which align with their business auditing frequency.
10The overall sample receives nine questions. 29% of participants with transactions in financial accounts

over the six months before fielding the surveys receive three additional questions about financial market
returns.
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same respondents’ income inflows computed from the bank’s account-level administrative

data. The plot documents a strong linear relationship and a regression between the two

variables yields an R2 of around 71%, which we interpret as evidence in support of the

reliability of our survey-based data.

As far as expectations about individual outcomes are concerned, we follow state-

of-the-art methods to elicit both the first and second moments of income expectations

(Manski, 2004). We measure the first moment by asking:

What will your total income be most likely over the next 6 months?

We ensure that participants have the same definition of income we use to calculate

total income in the account-level data by specifying the following:

Note: income includes wages, salaries, bonuses, commission, etc., excluding earnings

from financial investment.

In addition, unemployed consumers might be unsure about whether to report a zero

income value or the expected income from a hypothetical future job. To avoid these issues,

our analysis focuses on employed consumers and we add the following clarification:

For the following three questions, we would like to ask you about your income

expectations over the next six months. Please assume that you will not change your

current job.

To elicit the second moment of income expectations, we note that asking consumers

to report a full probability distribution is highly cognitively demanding and faces the

concern that most consumers are unfamiliar with the concept of a probability distribution.

Asking about probability distributions might thus confound actual beliefs with a measure

of respondents’ cognitive abilities, which in turn shape beliefs (D’Acunto et al., 2019,

2023). We, therefore, rely on the triangular-distribution question design, which has

become increasingly popular in economics research (for instance, see Guiso et al. (2002);

Christelis et al. (2020)). This two-step question asks respondents to report point estimates
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of the minimum and maximum possible future realizations of a variable—in our case, own

income—which allows us to compute the second moment of subjective expectations.11

Specifically, we ask the following two questions:

What would be the lowest possible level of total income you believe you could make

over the next 6 months?

What would be the highest possible level of total income you believe you could make

over the next 6 months?

In our analysis, we ensure that the same individuals have completed at least three

waves of surveys. Consequently, we can exploit variation in income expectation errors,

income changes, and changes in economic choices within individuals over multiple periods.

This design allows us to absorb systematic time-invariant unobserved characteristics

across individuals that might confound the relationship between income expectations,

consumption and debt choices, such as cognitive abilities and financial literacy.

Moreover, by observing cross-sections of respondents across multiple time periods,

we can assess our baseline results within time periods, which absorbs the common effects

of aggregate economic shocks. This feature is important in our setting because the early

sample spans the start of the COVID-19 pandemic.

D. Summary Statistics

Table I provides summary statistics for our working sample. All local currency values

are converted to U.S. dollars12 for ease of interpretation and we winsorize all continuous

variables at the 1-99% percentiles to reduce the influence of outliers.

In terms of demographics, the age distribution is symmetric around its mean (about

39 years old) and most consumers are in their active working age—the interquantile

range is between 29 and 48 years. The sample includes 52% women and 48%

men, which dismisses the common concern that the transaction data of banks that

have online operations tend to oversample men and young consumers. Demographic

11We do not also elicit a subjective probability that the outcome falls above the mode or midpoint
because the answers to the two versions of this question provide almost identical first and second moments
(Weber et al., 2022; Coibion et al., 2024).

12Values are divided by 6.4, which is roughly the exchange rate at the end of 2021.
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representativeness is important for the external validity of our analysis because men

and women have systematically different subjective expectations and react differently

to economic news (e.g., see D’Acunto et al. (2021); Coibion et al. (2022)).

Moving on to transactions, the average monthly income is $2,064 and the average

monthly spending $1,415. Both variables are right-skewed: the median income is about

$1,227 and the median spending is about $990. Consumers have accumulated $17,824 in

savings on average. Even here a fat right tail emerges—the median consumer has only

$4,246 in savings. The average stock of interest-incurring unsecured debt is around $994.

This figure masks substantial heterogeneity: the median consumer has no interest-bearing

unsecured debt, whereas, conditional on holding any debt, the average is about $2,259.

About 44% of the consumers in the sample have positive credit card debt, which aligns

with the ranges found in the prior literature using U.S. data (40%–60%) (Gross and

Souleles, 2002; Zinman, 2009; Fulford, 2015). Average accumulated debt is lower than the

credit limits consumers are assigned by all the banks with which they have relationships

(about $12,500), that is, most consumers have untapped debt capacity.

The bottom part of Table I reports summary statistics about expectations. Income

expectations are on average higher than ex-post realized incomes. The distribution of

the difference between individual income expectations and the subsequent realized values

stresses this point: the average and median values are $228 and $381.13

The sample of consumers we survey is similar to the overall bank’s customer

population (see Table A.1), even though they are a slightly younger (39 vs. 41) and

have 10% lower incomes than the average bank customer.

III Unexpected Income Shocks and Subjective In-

come Expectations

Matched observational transaction-level data with survey-based beliefs data allow us to

relate income shocks to errors in subjective income belief at the individual level.

13Although salaries are expected to be mostly stable, total income that includes components in addition
to salaries could have large variation. For example, Ganong et al. (2024) using administrative data in
the U.S. document large monthly variation in total earnings.
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We first measure subjective belief errors as the difference between consumers’

quantitative expectations of future income and ex-post realizations (EC [Yt+1] − Yt+1).

We then measure income changes between the previous period and the current period

(∆Yt) as well as subjective income shocks six months earlier as the difference between

a consumer’s actual average income over the subsequent six months and her expected

average income over the subsequent six months (Yt − EC [Yt]) from the previous survey

wave.

Subjective income shocks and subjective belief errors might be mechanically

correlated due to serial correlation in expectations errors. For this reason, we also

construct a measure of objective income shocks that does not rely on expectations data.

We estimate objective income shocks in period t+1 as the residual εi,t+1 from the following

specification:

Yi,t+1 = ρj,k,aYi,t + ΓXi,t + εi,t+1. (1)

The strategy is similar to the estimation of expected and unexpected tax refunds in

Baugh et al. (2021). In equation (1), Yi,t+1 is consumer i’s income in period t+ 1, Xi,t is

a set of consumer demographics that includes age, age-squared, educational attainment,

gender, the log of savings in the previous period, the log of the credit limit in the previous

period, city fixed effects, and industry × period fixed effects. The period is defined as

a half year to be consistent with the survey design. ρj,k,a is the persistence of income

at the industry-city-age quintile level. Equation (1) is estimated on a random 5% of all

customers in the bank’s database from 2014 to 2019.

Figure 2 is a binned scatter plot of the objective income shocks derived from equation

(1) against the subjective ones. Panel A plots raw measures and Panel B residuals

relative to consumer demographics. The plots show a linear relationship between the

two measures. For the unresidualized measure, the R2 is 0.25, indicating a positive

but far from perfect correlation between the two measures. Residualization absorbs a

certain amount of noise in the measures (see Panel B), yielding a slightly larger R2,

but still confirms that the cross-sectional variation of subjective and objective income

shocks differs. Although consumers appear to form expectations about income that are

on average positively correlated with actual future income shocks, the correlation is far
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from 1 and there is scope for systematic deviations of expectations from ex-post realized

outcomes, which we investigate in the next subsection.

A. Extrapolative Subjective Income Expectations

The measures of realized income, subjective income expectations, and objective income

dynamics allow us to assess directly the relationship between unexpected current income

shocks and the ex-post accuracy of income expectations.

We start by presenting motivating evidence about systematic departures of

consumers’ income expectations from subsequent realizations (income misbeliefs). Panel

A of Figure 3 depicts a binned scatter plot of ex-post realized incomes against ex-ante

income expectations and Panel B plots the period-by-period changes of the variables

against each other.14 In both cases, the correlation is positive: consumers’ forecasts

go on average in the same direction as realized changes (see also Caplin et al. (2023)).

However, the cross-sectional variation of belief errors is wide. Moreover, forecasts are on

average biased upwards. The upward bias can be seen in Panel C of Figure 3, where

we plot a histogram of the subjective income misbeliefs and find that the majority of

the distribution of income misbeliefs lies in the positive domain. In Panel D, we repeat

the exercise after residualizing for demographics and still find a wide variation in belief

errors and a higher proportion of positive misbeliefs, although the distribution is more

symmetric. This fact suggests that the extent of misbeliefs might vary systematically

across demographic groups, which we will investigate further in our multivariate analysis.

We continue by assessing the relationship between current-period unexpected income

shocks and misbeliefs about subsequent-period income. Figure 4 reports binned scatter

plots of belief errors for income against unexpected income shocks. In each of the four

panels, the y-axes report subjective belief errors measured using subsequent-period income

realizations. In Panel A and Panel B, the x-axes report the objective income shocks

in the current period from equation (1). In Panel C and Panel D, the x-axes report

the subjective unexpected income shocks in the current period, that is, realized income

14We compute the objective change in income on the y-axis of Panel B as ∆Yt+1 = Yt+1 − Yt and the
subjective change on the x-axis as EC [∆Yt+1] = EC [Yt+1]− Yt, where the label EC [Yt+1] indicates that
the expectation is subjective and measured from the perspective of the consumers.
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over the last six months minus expected income from six months earlier. Income shocks

and income belief errors are positively related irrespective of whether income shocks are

measured objectively based on the specification in equation (1) or subjectively based on

survey answers.15

To assess this relationship in a multivariate setting, we estimate the following

specification:

EC [Yi,t+1]− Yi,t+1 = β(Yi,t − E[Yi,t]) +X ′i,tδ + η + νYi,t, (2)

where X is a vector of individual-level characteristics that include age and its square,

educational attainment, a gender dummy, the log number of weekly hours worked in

period t, the logarithms of monthly income and credit-card limits in period t− 1, which

proxies for consumer’s debt capacity, consumer expected income changes from period t−1

to t, and different sets of fixed effects (η).

The outcome variable in equation (2), EC [Yi,t+1]−Yi,t+1, measures the ex-post realized

subjective expectation error at time t + 1. On the right-hand-side, Yi,t − E[Yi,t] = εi,t

measures the income shocks at time t. Our coefficient of interest is β, which estimates the

marginal relationship between the current-period income shock and subsequent-period’s

belief error.

Table II reports the results for estimating equation (2). Column (1) only includes

the unexpected income changes in period t as the explanatory variable. Column (2)

controls for city × year and industry of occupation fixed effects. Column (3) further

adds individual fixed effects, thus only exploiting variation within the same individual

over time to estimate the coefficient of interest. Across columns (1)–(3), β̂ is significantly

larger than zero economically, different from zero statistically, and quite stable regardless

of the characteristics we absorb and how we restrict the variation that identifies the

coefficient. The positive value of β̂ implies the subjective income expectations of the

average consumer are excessive in the direction of the shock.

Focusing on column (3), the inclusion of city × year fixed effects absorbs local

15Bellifemine et al. (2024) find a similar pattern using Italian survey data.
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shocks that might induce a structural change in the income processes of all consumers in

the same location. At the same time, the inclusion of individual fixed effects absorbs

unobserved individual-level time-invariant characteristics that might induce negative

auto-correlation of subjective expectations across periods. As a result, our specification

estimates how larger vs. smaller income shocks relate to the accuracy of the same

individual’s expectations. β̂ in column (3) is 0.401, which means that for a one-dollar

unexpected income shock in the current period, the average consumer over-estimates

her income in the next period by about 40 cents. Besides, we also include expected

income changes in period t, as captured by Ec[∆Y ]. We find that Ec[∆Y ] is insignificant.

Therefore, belief errors do not react to income changes that had been expected.

Our setting also allows us to assess the relationship between income shocks and belief

errors under different states of the economy. In columns (4)–(6) of Table II, we regress

belief errors on income shocks separately for the three years in our sample. Two findings

appear relevant. On the one hand, in both normal times and uncertain times, income

shocks are positively related to belief errors. On the other hand, the effects of income

shocks on belief errors are slightly larger in 2020 than in 2023, that is, the degree of

extrapolation appears to be slightly larger when aggregate uncertainty is higher.

Table II faces the concern that income shocks measured with equation (1) are

negatively correlated: positive income shocks could predict negative surprises even under

rational expectations. To assess this concern, in Online Appendix Table A.2, we regress

objective income shocks in the subsequent period on objective and subjective income

shocks in the current period. Neither objective nor subjective income shocks predict

objective income shocks in the following period, which dismisses a role for negative serial

correlation to explain the positive effect of income shocks on belief errors we document.

Note that in equation (2), we regress future belief errors on current income

innovations. Because we observe subjective income errors for the same consumers over

more than two periods, we can also study the relationship between future belief errors

and current subjective income shocks. We report the results, which are quite similar to

our baseline findings, in Table A.3 in the Online Appendix.16

16In Table A.4, we report results when we estimate εi,t+1 based on log Yi,t+1. The results barely change.
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We then assess the heterogeneity of the relationship between income shocks and belief

errors. In particular, recent research in microeconomics finds that individuals’ tendency to

overreact to signals when forming subjective beliefs is higher when facing noisier and more

volatile signals (Augenblick et al., 2021; Ba et al., 2022). We thus test if consumers who

face more volatile incomes overreact more than others to unexpected income shocks. We

consider four proxies for consumers’ income volatility–whether the consumer belongs to

the bottom half of the income distribution (Fermand et al., 2023); the standard deviation

of the logarithm of expected income growth; age, because incomes tend to be more volatile

among younger individuals; and educational attainment, as incomes tend to be more

volatile among non-college-educated individuals.

Columns (1)–(4) of Table III report the results for estimating equation (2) once

we add interactions with each of the four proxies for income volatility. Overreaction

is systematically higher for consumers whose incomes are more volatile: consumers

below the median of the income distribution overreact more than others by about half;

those whose implied expected income growth volatility, as calculated based on assuming

subjective income growth follows a triangular distribution, is higher overreact by more;

older consumers extrapolate less; and, the interaction term with college education is

negative although not statistically significant.

To further assess the role of income volatility, in column (5) of Table III, we consider

the relationship between belief errors and income shocks for agents who work in low-

income-volatility industries and others. Specifically, we interact income shocks with a

dummy variable indicating if the consumer works in the government sector. And, indeed,

we find that consumers who have stable incomes barely extrapolate. Because we observe

consumers working in different sectors, in Figure A.2 of the Online Appendix we dig deeper

into this result by plotting belief errors against income shocks separately for consumers in

each of the industry classifications we observe. Consistent with Table III, the relationship

between belief errors and income shocks is larger for consumers who work in industries

with more volatile incomes (e.g., household services and business services), whereas both

the size of the shocks and the steepness of the relationship are lower in industries with

less volatile income (e.g., government and education).
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In column (6) of Table III, we test if the degree of extrapolation differs based on the

sign of income shocks. We cannot reject the null of no difference either economically or

statistically when comparing extrapolation after positive or negative shocks.

As a last exercise to investigate the properties of subjective income expectations,

we decompose the income shocks consumers face into permanent and transitory shocks

and test whether consumers learn only from permanent income shocks or from both

types of shocks when forming their subjective expectations. We describe our procedure

and assumptions to decompose shocks, which follow Pistaferri (2001b), in Appendix C.

In Appendix C we also show that transitory shocks account for three-quarters of the

variation in unexpected income growth in our data.

Building on this decomposition, we regress the logarithms of income forecast errors

on both current transitory and persistent shocks to assess their contribution to explain

forecast errors. We report the results in Table IV, in which we report the results for

performing the decomposition using both objective income expectations (Panel A) and

subjective income expectations (Panel B).17 We find that, irrespective of whether we use

objective expectations or subjective expectations, both transitory and permanent shocks

lead to higher subsequent forecast errors.

IV Extrapolative Income Expectations and Con-

sumption, Debt, Defaults

Do the facts about subjective income expectations we documented so far have any real

effects? If agents acted based on the beliefs they stated when surveyed, we would expect

higher (lower) current consumption induced by overly optimistic (pessimistic) income

expectations. We can test this possibility in our setting free of concerns about demand

effects because we observe respondents’ actual spending based on their transactions and

do not need to rely on self-reported spending in the survey.

17As we explain in Appendix C, we perform the decomposition using both subjective and objective
income expectations because in our setting, as we document empirically, subjective income expectations
are not rational.
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We estimate variations of the following linear specification:

∆Ci,t = γ1(Yi,t − Et−1[Yi,t]) + γ2(EC [Yi,t+1]− Yi,t+1) +X ′i,tδ + η + νCi,t, (3)

where ∆Ci,t is the change in consumption at time t relative to the previous period (t −

1). Yi,t − Et−1[Yi,t] is the income shock at time t. EC [Yi,t+1] − Yi,t+1 is the subjective

expectations error in period t + 1 from period t. γ2 therefore estimates the effects of

belief errors of future income on current consumption controlling for income shocks in the

current period. In each year, t is the six-month period from January to June and t + 1

is the six-month period from July to December. Meanwhile, t− 1 refers to the six-month

period from July to December of the previous year. For example, in 2020, ∆Ci,t is the

difference between consumer i’s total spending between January 2020 and June 2020 and

her spending between July 2019 and December 2019. EC [Yi,t+1]− Yi,t+1 is the difference

between subjective income expectations elicited in July 2020 for the subsequent six months

and the realized total income between July 2020 and December 2020. All other variables

are defined as in equation (2).

We report the estimates in Table V. All columns include city×year and individual

fixed effects. This specification allows us to control for time-varying shocks that affect

consumers in the same city and the unobserved individual heterogeneity that would induce

over-optimistic consumers to have a rising consumption path. Column (1) reports the

relationship between income innovations and consumption without controlling for belief

errors in the next periods, that is, the conventional MPC to income shocks. Each dollar

of income innovation increases consumption in the same period by about 24.3 cents. In

column (2), we further add a set of individual-level controls and results are effectively

unchanged.18

In column (3), we include belief errors of income in the next period. Now, the

MPC to income shocks shrinks by 40% from 0.281 to 0.167 once we include belief errors.

Meanwhile, consumers who expect their income to be one-dollar higher than subsequently

18The estimates are in line with findings in the recent literature. Online appendix Table A.5 shows
that the estimated elasticity of consumption to income shocks is similar to some recent estimates using
US data. See Ganong et al. (2020) for an example.
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realized increase their current consumption by about 28 cents more than other consumers.

In columns (4) to (7), we study the heterogeneous effects of income shock and belief

errors on consumption by measures of liquidity constraints. We use two variables as

proxies for liquidity constraints. The first is consumers’ average credit line utilization

rate and the second one is the saving rate, defined as one minus total spending over total

income. Both measures are with respect to the period over the six months before time

t. In Table V, Cons is a dummy that equals 1 for consumers with credit line utilization

rate above the sample median, and zero otherwise. High S% is a dummy that equals 1

for consumers whose saving rate is above the sample median, and zero otherwise. We find

that the effects of income shock and belief errors on consumption are larger for consumers

with lower saving rates or tighter borrowing constraints, which is consistent with higher

marginal propensities to consume for more constrained consumers.

Because belief errors increase current consumption but future realized income

increases by less than expected, positive belief errors induce consumption to deviate from

the optimal path. The positive response in current consumption paired with negative

surprises in future income suggests that debt should increase when expectations errors

are positive for agents who need to access external credit to finance current consumption.

We thus assess if extrapolative income expectations predict higher borrowing. For this

test, we estimate a version of equation (3) in which the outcome variable is consumers’

change in borrowed amounts, ∆Bi,t+1. For example, in 2020, ∆Bi,t+1 is the difference

between consumer i’s total outstanding interest-bearing unsecured debt held at the end

of December 2020 and at the end of June 2020.

Table VI reveals that the larger is the difference between income expectations and

ex-post income realizations, the higher is the increase in the unsecured debt the average

consumer raises. We see in column (1) that a positive income shock at time t increases

unsecured debt by 3.1 cents at t+1. In column (2), which controls for belief errors, income

shocks in the previous period do not have a significant effect on debt in the current period.

Column (3), instead shows that when we include the full set of observables and fixed

effects, for each dollar higher misbelief in the average monthly income over the following

period, average monthly unsecured debt increases by about 7.3 cents in the same period.
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This amount is sizable considering that unconstrained consumers do not raise any debt

to finance their higher spending and hence the relationship is vacuously equal to zero for

a large fraction of the sample.

The specification in column (3) faces the concern that subjective belief errors, which

are negatively correlated with income shocks in the same period, should mechanically lead

to lower net assets. To isolate the effects of subjective belief errors on debt, we include

objective expectation errors in the same period as an additional control in column (4).

In this case, we estimate the effects of income surprises on debt accumulation conditional

on income shocks. We find that each dollar income innovation leads to 9.9 cents lower

debt. At the same time, even when we control directly for income shocks, we find that

each dollar higher misbelief in average monthly income leads to a significant increase of

unsecured debt by about 6.4 cents.

The third outcome we analyze is consumers’ default. Because realized incomes are

lower than expected unless consumers can tap into savings, they might not be able to

repay their debt in full. We estimate equation (2) using a dummy variable that equals 1

if the consumer ultimately default over our sample period as the outcome variable.19 By

construction, we only observe outcomes up to time t + 1 but defaults might happen at

any (unobserved) subsequent time until the loan is due. For this reason, our estimates

likely represent a lower bound of the actual relationship between subjective income belief

errors and the likelihood of default.

Columns (6)–(8) of Table VI document that a higher difference between consumers’

income expectations and ex-post realizations is associated with a higher probability

of default: for each $1,000 higher income misbelief, default increases by about

0.985-percentage points (column (7)). This magnitude is large because the average default

rate in our sample is 2.31%, that is, a $1,000 higher income misbelief leads to a 39.6%

higher likelihood of default relative to the sample mean. These findings are consistent

with aggregate dynamics such as credit-market sentiment triggering financial fragility

(López-Salido et al., 2017). Similar to debt, we see in column (8) that objective income

19Take 2020 as an example. The default indicator we observe is a 90-day delinquency indicator from
October 2020 to March 2021. For ease of interpretation, we multiply default by 100 and divide belief
errors by 1,000.
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shocks lead to lower default rates. When we control for objective income shocks in the

same period, each $1,000 higher income misbelief lead to an increase of defaults by about

0.872-percentage points.

As we discussed above, our debt data covers all sources monitored in the Chinese

credit registry. By contrast, spending data is based on the accounts at the bank with

which we cooperate. To assess concerns of systematic mismeasurement above and beyond

the screening filters to select primary account users, we study the relationship between

expectations errors and the changes in net transfers between our bank and external bank

accounts (see Online Appendix Table A.6). We find no relationship between expectations

errors and cash withdrawals or net transfers to external accounts, which dismisses the

concern that our bank-level data miss relevant transfers to potentially unobserved external

accounts.

A. Dynamic Effects

Our results so far consider six-month horizons. However, in the long run, consumers face

income realizations and become aware of their belief errors. Over time, we might expect

consumption and debt choices to correct and start to take into account the possibility of

systematically biased beliefs. Whether this correction arises and, if so, its speed are open

empirical questions. To assess these dynamics, we first estimate the relationship between

cumulative spending and income belief errors at various horizons:

Ci,τ+k − Ci,τ−1 = α + βk(EC [Yi,t+1]− Yi,t+1) +X ′i,tδ + η + νCi,τ+k. (4)

In equation (4), τ is the first quarter of period t. Because each period includes six months,

period t refers to quarters τ and τ + 1 and period t + 1 to τ + 2 and τ + 3. Ci,τ−1 is

the average monthly spending in the quarter before the first survey and EC [Yi,t+1] is the

expected average monthly income during quarters τ + 2 and τ + 3.20 We fit 12 regressions

based on equation (3) for k ranging from -4 to 8 excluding k = −1, which we use as

benchmark. Equation (4) thus measures the relationship between expectations errors at

20Equation (3) can be written in the form of equation (4) if we replace the left-hand-side variable with
Ci,τ+1 + Ci,τ+2 − Ci,τ−1 − Ci,τ−2.
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time t+ 1 and cumulative spending from quarter τ − 1 to quarter τ + k.

We plot the estimates in Panel A of Figure 5. The red solid lines depict positive

expectation errors, and the blue dashed lines negative expectation errors. The shaded

areas represent two standard error bands. Consistent with overreaction, consumers

first increase their consumption during the two quarters before the time we measure

expectations errors (quarters 2 and 3) as well as during the two quarters when expectation

errors are measured. However, consumption starts to revert back afterwards and almost

fully reaches the level of three quarters before the time during which we measure

expectations.

We repeat the same empirical exercise for cumulative borrowing choices. We see in

Panel B almost identical dynamic patterns for borrowing choices as the ones we document

for consumption choices.

B. Limited Time Series Observed

Our survey-based panel data includes a relatively short time-series component. Even if we

show that our results are similar independent of whether we consider variation across or

within consumers, income innovations are unlikely to average out to zero within consumers

across a small number of periods (Chamberlain, 1982; Keane and Runkle, 1998; Souleles,

2004). In this section, we tackle this concern in two complementary ways.

We first exploit the fact that our observational account-level data spans a

substantially longer time series than the survey-based data. We can therefore study the

relationship between income innovations and spending decisions for the consumers who

participated in our surveys for a longer number of periods than the ones for which we have

data on their expectations. We use the longest time horizon possible based on the data the

bank has been willing to share with us, which is on average 5.2 years per consumer, leading

to a panel including ten or more periods for each consumer. In Online Appendix Table

A.7, we compare the results when extending the time series (even columns) relative to the

baseline setting (odd columns). The conditional associations between income innovations

and consumption choices, debt choices, and defaults are similar across samples.

The short time-series component of our baseline analysis also raises the concern that
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estimates have finite-sample biases in time-series analyses (Kendall, 1954; Stambaugh,

1999) and panel regressions with fixed effects (Nickell, 1981). These finite sample biases

are large when the predictor variables are persistent. Because we show in Table A.2 that

the autocorrelation of our estimated income shock is small (close to zero), this issue is

unlikely to be compelling in our setting. In addition, column (2) of Table II shows that

the results barely change without the inclusion of individual fixed effects and hence in a

specification that is not subject to the Nickell bias (Hjalmarsson, 2008).

V From Reduced Form to Quantitative Analysis: A

Structural Estimation

Our analysis so far has produced reduced-form evidence that consumers form extrapolative

subjective income beliefs after unexpected income shocks and that such beliefs predict

their consumption and debt accumulation decisions as well as subsequent defaults.

To what extent can this micro-level demand-side channel contribute to explaining the

dynamics of aggregate household debt patterns we observe in the data?

To tackle this question, we introduce extrapolative income expectations and

defaultable debt in a standard consumption model with incomplete markets and

heterogeneous agents. We use the model to compare quantitatively the relationship

between unexpected income shocks, income forecast errors, and consumption and debt

choices for consumers with and without extrapolative expectations.

A. Income Process and Expectations Formation

The model has discrete time and infinite horizon. A unit mass of consumers are subject

to idiosyncratic income risk. For each individual i, income y′ in the next period follows

(as in Blundell and Preston (1998) and Carroll (1997)):

log y′ = α + z′ + ε′

z′ = ρz + η′, (5)
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where ε′ and η′ are i.i.d. normal shocks with E[eε
′
] = 1 and E[eη

′
] = 1. The variances of

ε′ and η′ are σ2
ε and σ2

η, respectively. α is the life-cycle component, which we assume is

constant and common knowledge.

Consumers do not know the true value of z and need to make inferences based

on Bayesian learning. The Kalman-filtering problem with respect to the persistent

component of log y follows Guvenen (2007) and Bordalo et al. (2019). We formulate

extrapolative expectations as diagnostic expectations because diagnostic expectations are

portable across many economic settings (Bordalo et al., 2021; Chodorow-Reich et al.,

2023; Maxted, 2023).

In each period, consumers observe log y and update their beliefs about z. Under

rational expectations, the forecast for z′ is normally distributed with variance σ2
z and

mean given by:

ẑ′ = ρẑ + κ [y′ − α− ρẑ] , (6)

where κ is the Kalman gain of the learning process. Given an infinite horizon, we follow the

common assumption that a sufficient number of periods have passed such that consumers

are in a learning steady state, that is, consumers’ Kalman gain is constant each period.

In this case,

κ =
ρ2σ2

z + σ2
η

ρ2σ2
z + σ2

η + σ2
ε

,

σ2
z =

(1− κ)σ2
η

1− (1− κ)ρ2
. (7)

In contrast, under diagnostic expectations, consumers overreact to surprises in income

realizations. The posterior average of z′ becomes:

ẑ′θ = ẑ′ + θκ(y′ − α− ρẑ)

= ρẑ + (1 + θ)κ(y′ − α− ρẑ), (8)

where ẑ′θ is the expectation of z′ under diagnostic expectations, and θ is the degree of
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representativeness. When θ = 0, the model reduces to rational learning. When θ > 0,

consumers overweigh representative states, their beliefs exaggerate the signal-to-noise

ratio relative to the standard Kalman filter, which inflates the persistent component of

income upon receiving good news and deflates it when receiving bad news. Overreaction

to news increases in θ.

Alternatively, one can assume consumers are overconfident in terms of overestimating

the precision of the signals (Daniel et al., 1998; Grubb and Osborne, 2015; Li et al., 2023).

In this case, equation (8) becomes ẑ′θ = ρẑθ + (1 + θ)κ [y′ − α− ρẑθ]. The difference lies

in whether signal surprises are with respect to subjective or objective income shocks.

Nevertheless, Li et al. (2023) show that diagnostic expectations and overconfidence yield

similar quantitative implications for overreaction in expectation formation processes with

Kalman filtering.

B. Preferences and Optimality Conditions

In this subsection, we introduce consumer preferences and discuss the optimality

conditions.

B.1 Preferences

Household preferences follow the literature on consumer credit and default (e.g.

Chatterjee et al. (2007) and Livshits et al. (2007)). Consumers maximize their expected

lifetime utility with flow utility of:

c1−γ − 1

1− γ
− χd,

with a per-period discount rate of β. γ is the coefficient of relative risk aversion, and

d = 1 if the consumer chooses to default at the end of period t.

When default occurs, consumers incur a fixed non-pecuniary utility cost (“stigma”)

χ > 0. In addition, consumers receive a pair of additively separable i.i.d. shocks, ξ =

{ξD, ξN}, which are attached to the options to default or repay and are drawn from a type

one extreme value distribution with scale parameter of 1. These shocks capture the fact
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that many defaults are associated with events such as marital disruptions and medical

expenses, which we do not model explicitly. With these shocks, the model generates

a positive probability of default across the whole range of borrowing. In addition, as

suggested in Dempsey and Ionescu (2023), the introduction of utility shocks associated

with defaulting smooths out individuals’ repayment probability functions, which eases the

computation of the model.

The budget constraint in period t is

a′ =

(1 + r)(a− c) + y′ if d = 0

(1− ν)y′ if d = 1

a ≥ −l, (9)

where a is the total amount of available resources. l is the credit limit, and ν ∈ [0, 1]

is the marginal rate of garnishment. Equation (9) states that when consumers do not

default, their wealth in the next period is the sum of their income and gross savings.

When consumers default, their savings become zero; at the same time, they need to pay a

garnishment cost equal to ν times their income in the following period. For simplicity, we

assume that consumers’ borrowing capacity does not change upon default, which allows

us to discard one additional state variable.21 The interest rates differ for saving and

borrowing and take the values

r =

rb if a < 0

rs if a ≥ 0.

21Some studies assume that defaults go hand in hand with a temporary inability to borrow, that is,
l = 0 (Chatterjee et al., 2007; Livshits et al., 2007; Dempsey and Ionescu, 2023), but Livshits et al. (2007)
show the costs of default from changing borrowing capacities are quantitatively small.
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B.2 Optimality Conditions

Consumers’ problem is characterized by a set of four state variables Θ = (a, ẑ, z, ε). Given

the overall state θ, the consumer’s value function is

V (Θ) = max
{
VD(Θ), VN(Θ)

}
. (10)

The continuation value from defaulting is

VD(Θ) = max
c

c1−γ − 1

1− γ
− χ+ β Eθ[V ((1− ν)× y′, ẑ′, z′, ε′)] + ξD. (11)

The continuation value from not defaulting is

VN(Θ) = max
c

c1−γ − 1

1− γ
+ β Eθ[V (a′, ẑ′, z′, ε)|Ii,t] + ξN . (12)

The subscript θ indicates the agent forms diagnostic expectation with degree of

representativeness θ. Given that ξ follows a type one extreme value distribution, the

probability of default is

pd(Θ) = [1 + exp{VN(Θ)− VD(Θ)}]−1 . (13)

We provide a detailed description of how we solve, estimate, and simulate the model in

Online Appendix Section D.

C. Reproducing the Empirical Results

We now discuss the results of estimating the structural model.

C.1 Goodness of Fit

Table VII reveals the model does a good job in matching the targeted as well as non-

targeted moments. In Panels B and C, the estimation fits the empirical moments closely.

The average wealth to half-year total consumption is 0.846. The default rate is around

2.31%, which yields a γ of 2.51 and a χ of 24.45.
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Panel D shows the results for a set of non-targeted moments. The estimation also

fits these empirical moments. The average (median) wealth to six-month income ratio is

1.351 (0.731) in the data and 1.263 (0.780) in the model, respectively. Because liquidity

affects the MPC in the sample, the stationary distribution of savings should be consistent

with the empirical one. Panel D also shows the model can match several moments of the

empirical distribution of liquid savings. For example, in the data, 31.38% of total liquid

assets are held by consumers in the top 5% of asset holdings. In the model, this number

is 31.07%. In addition, 29.89% of individuals have negative net liquid wealth in the data;

in the model, the corresponding number is 31.89%. Therefore, the model is capable of

matching both first and higher moments.22

C.2 Extrapolation of Income Shocks

We use the model to study the effects of extrapolative income expectations on economic

choices. We first compare the relationship between objective income shocks and subjective

forecast errors under diagnostic expectations and rational expectations. We simulate

100,000 periods of income data following the process in equation (5) and construct

objective and subjective income expectations based on equations (6) and (8). We then

regress subjective forecast errors at t + 1 on the objective income shock at t. When

performing the analysis, we drop the first 100 periods, which serve as the burn-in periods

in the simulation.

We report the model results in columns (1) of Table VIII. Panel B refers to the results

under diagnostic expectations and Panel C to the results under rational expectations. For

comparison, Panel A reports the empirical counterparts. Given that θ is calibrated to

match the relationship between future subjective belief errors and current income shocks,

the regression coefficient of subjective forecast errors on objective income shocks under

diagnostic expectations matches the empirical counterpart perfectly: when θ = 1.68,

each dollar higher objective income shock leads to a 40-cent income forecast error. The

estimate in column (1) of Panel C sheds light on the importance of θ being positive

to recover the empirical relationship: when we set θ to zero, the relationship between

22Figure A.3 in the online appendix plots the equilibrium distribution of wealth to average income.
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objective income shocks and forecast errors becomes economically insignificant. Each

dollar higher objective income shock leads to a negative 4-cent income forecast error.

Column (2) compares the relationship between subjective income shocks and

subsequent subjective belief errors. It shows that our model can also match the dynamics

of subjective expectation errors. In the data, each dollar of subjective income surprise in

t predicts a 36.2-cent belief errors in the next period. In the simulation in Panel B, this

number is 35.1. For comparison, in the rational-learning case (Panel C), since subjective

expectations are the same as objective expectations, the relationship between objective

income shocks and forecast errors is the same as that between subjective income shocks

and forecast errors, which is negative and economically insignificant.

C.3 Consumption, Borrowing, and Defaults

We continue the quantitative exercise and explore whether the model can generate

the empirical relationship between subjective forecast errors and economic choices. To

perform the analysis, we simulate the model for 20,000 individuals with 1,000 periods,

after a burn-in period of 100 periods. We then drop simulated data with savings to average

income ratio larger than 8.13, which is the highest value we observe in the data. After

obtaining the simulated sample, we run regressions of changes in total consumption at t,

total debt at the beginning of period t+1, and the default indicator at the end of t+1 on

the forecast errors for period t+1. Debt at the beginning of t+1 is defined as the negative

of at, conditional on at being negative. To be consistent with the analysis in Table V,

we control for log income at t− 1, expected changes in income at t, and individual fixed

effects.

We report the results in columns (3)–(5) of Table VIII. For comparison, Panel

A reports the empirical counterparts. The relationships between forecast errors and

economic decisions implied by the model are close to those in the data. Specifically,

a one-dollar higher income forecast error at t + 1 relates to 24.1 cents higher current

consumption in the data and leads to 25.1 cents higher consumption in the model.

Meanwhile, a one-dollar higher income forecast error at t + 1 relates to 7.4 cents higher

debt in the data and leads to 7.1 cents higher debt in the model. For default, since the
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units are different, we standardize the forecast errors so that the coefficients measure the

association between the default probability for a one standard deviation higher forecast

error. In the data, each standard deviation higher forecast error increases default by 91.8

basis points and the model-implied quantity is 93.1 basis points.

In Panel C of Table VIII we see that, without extrapolative expectations (θ equals

zero), the relationships between forecast errors and consumption, debt, and default

become much smaller. Forecast errors do not have an economically significant impact

on current consumption. And, although negative income surprises lead mechanically to

more debt and defaults, with rational expectations, the effects are about 60% smaller for

debt and 75% for defaults.

Overall, the version of the model that includes extrapolative expectations is able

to produce the patterns we observe in the data, whereas the same model with rational

expectations is unable to do so.

D. Aggregate Household Debt Cycles

After verifying that the model with extrapolative expectations can reproduce our

reduced-form empirical results, we move on to assess if the same model is also able

to produce an aggregate household credit cycle à la Minsky-Kindleberger. In a

Minsky-Kindleberger credit cycle, boom-bust patterns in household leverage start with

household over-optimism after positive shocks to fundamentals. That is, after positive

shocks, households exaggerate the informativeness of good news about future growth and

take excessive leverage, which builds up financial fragility in the economy. When the

effects of positive shocks diminish, households face a negative income surprise and their

ability to repay debt is low. Consequently, at the end of expansions, both the demand for

(additional) debt and financial fragility are elevated.

We use impulse response functions (IRFs) to study consumers’ responses to a

series of positive transitory income shocks starting from the stochastic steady state.23

Our method follows Maxted (2023). For a baseline, we start by simulating 20,000

diagnostic-expectations individuals (θ = 1.68) for 1,000 periods and a half-year frequency

23Figure A.4 in the online appendix presents results for permanent shocks.
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without introducing additional shocks. To derive the IRFs, we use the same simulation

but introduce a three-year sequence of positive income shocks, which results in a

three-standard-deviation cumulative shock over the three years from periods 895 to

900. The IRFs are the (percentage) differences between the sample averages of the two

simulations. We then repeat the same exercise but replace diagnostic expectations with

rational learning—θ equals zero. Comparing the IRFs across the two calibrations reveals

the effects of extrapolative expectations on economic outcomes.

We plot the IRFs in Figure 6. The top left panel plots the transitory income shocks

and the top right panel the updates in expected log income, ot = κ(1 + θ)(yt − α− ẑt−1).

The bottom four panels are the percentage differences of average income expectations,

consumption, borrowing, and default rate relative to the no-shock simulations. The red

solid lines plot the results under diagnostic expectations (θ = 1.68) and the blue dashed

lines under rational learning (θ = 0).

Figure 6 shows a strong amplification effect of diagnostic expectations on income

beliefs. Panel B and Panel C show that, initially, after facing positive shocks, the average

diagnostic-expectations consumer (D) increases her income expectations more than twice

as much as a rational-learning consumer (R). Given a much higher expected income,

consumption increases more for D. In terms of debt, Panel A and Panel D show that when

D faces the first positive shock, realized income increases by around 20% and consumption

increases by around 14%. Because we only have one asset in the model, an MPC smaller

than one indicates an initial drop of debt, which is consistent with Agarwal et al. (2007)

and Coibion et al. (2020). In Panel F, relative to R, the initial positive income shock

leads to a lower default rate for D. This result arises because higher expectations about

future income induce a higher perceived garnishment cost associated with default.

As D continues to face positive income shocks, income expectations, and consumption

continue to be higher than for R. At the same time, the trajectories of debt and the

default rate keep diverging. For R, income and income expectations increase smoothly

and R continues to de-lever. An increase in current-period assets and expectations about

future income decrease the default rate. In contrast, because of higher future income

expectations and smaller income surprises, D starts to accumulate more debt than R.
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Panel F shows that a lower level of current-period assets tends to increase the motive

for defaulting. Ultimately, this channel outweighs the marginal garnishment channel and

default rates start to increase for D.

In period 1, the series of positive shocks are removed. As a result, income expectations

decline. Panel B and Panel C show that this reduction is larger for D than R due

to excessive extrapolation. Consequently, consumption drops more for D. The larger

negative surprise induces D to have a higher need to smooth the negative shock but also

results in lower income expectations, thus creating a spike in debt. Relative to R, lower

current-period asset holding and lower expected future earnings increase D’s default rate

substantially. As time elapses, income expectations converge. Both D’s debt and default

probabilities start to decrease to R’s level.

The patterns in Figure 6 are consistent with several recent findings in macroe-

conomics. For example, López-Salido et al. (2017) show that elevated credit-market

sentiment is associated with higher credit growth in subsequent years. Consistently, Panel

E shows that as initial income shocks create more optimistic beliefs, the growth rate of

debt becomes positive for D, whereas it remains negative for R. In addition, the elevated

default rate after the expansion (Panel F) is consistent with the findings in Greenwood

et al. (2019) and Maxted (2023) that financial fragility arises at the end of economic

expansions.

E. Unsecured Debt around Global Financial Crisis

Economists’ renewed interest in the drivers of aggregate household debt cycles over the

last few years was arguably motivated by the Global Financial Crisis. Our last exercise

thus assesses whether our model can also generate patterns of unsecured borrowing and

default risk consistent with those observed in the US during the Global Financial Crisis.

Because our parameter values are estimated with Chinese data, we focus on the dynamics

rather than their levels.

Figure 7 shows the results. The top panel plots the selected shocks. In the middle

and bottom panels, the red solid lines and blue dotted lines present the simulation when

θ = 1.68 and θ = 0, respectively. Again, the model frequency is half a year; the black
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dashed lines represent the data. In the middle panel, B/Y is the ratio between consumer

loans, credit cards, and other revolving plans and income. In the bottom panel, default

probability is the delinquency rate on consumer loans.24

Two results stand out in the middle panel. First, the aggregate debt level

at the equilibrium (before 2004) is larger with diagnostic expectations. This result

arises because, at the micro level, diagnostic expectations widen the cross-sectional

dispersion of income expectations. In response to the same distribution of income shocks,

more people have more optimistic expectations and more people have more pessimistic

expectations. Because debt is bounded at zero, the share of people with more optimistic

expectations ends up accumulating more debt, whereas more pessimistic consumers cannot

de-accumulate debt to negative levels. Expectation errors do not wash out at the macro

level causing more aggregate debt in equilibrium.

Second, under diagnostic expectations over income surprises, the model can reproduce

the boom-bust cycles of the ratio of average unsecured-debt to average income. The

pattern aligns closely with the average credit-card debt to GDP ratio in the US. Once

we remove diagnostic expectations, the cyclical behavior becomes weaker: the 2009 peak

never significantly surpasses the 2004 equilibrium level.

The bottom panel reveals that these shocks, which are reverse-engineered to match

the actual debt dynamics in the data, can replicate the cyclical patterns in default rates:

at the end of the expansion, default rates shoot up and then slowly decline. However,

when removing diagnostic expectations, default rates stay nearly constant from 2004 to

2012.

Overall, we find that the model can reproduce an aggregate boom-bust debt cycle

like the one observed during the Global Financial Crisis when income expectations are

extrapolative but not under rational learning about income.

24Since we are studying average debt to personal income in the model, we multiply GDP by the labor
share to get total income. The resulting series trends down after 2000, so we detrend it over our sample
period. For the delinquency rate, the model-implied default probability is based on all consumers, but
the delinquency rate from the data is conditional on debt-holders. To make the series comparable, we
adjust the delinquency rate by dividing it by the proportion of debtors in the economy. Hence, we get a
debt delinquency rate for all consumers rather than only for debtor.
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VI Conclusions

Our results suggest that extrapolative expectations can be a demand-side driver of

aggregate household debt decisions. First, combining survey-based subjective income

expectations with transaction-level and credit-registry data, we show that consumers

form extrapolative expectations after unexpected income shocks. Positive subjective

forecast errors relate to higher current consumption, debt accumulation, and subsequent

defaults. Moreover, positive and negative unexpected shocks have asymmetric effects on

consumption and debt accumulation, which is consistent with the aggregate dynamics of

household debt cycles documented in the literature. In a quantitative exercise, we show

that extrapolative income expectations can produce Minsky-Kindleberger credit cycles

after positive income shocks as well as patterns of unsecured debt and default risk that

are consistent with those observed in the US during the Global Financial Crisis. The

same model with rational learning cannot produce these results.

Future research should dig deeper into both the reduced-form results and structural

analysis of this paper. On the reduced-form side, deepening our understanding of the

income expectations-formation process within and across consumers is important. On

the structural side, the agents in our setting have the same degree of extrapolation

but the degree of extrapolation is likely heterogeneous across consumers.25 Studying

more advanced macroeconomic models that allow for this heterogeneity and assessing its

quantitative implications is an interesting avenue for future research.

25For subjective macroeconomic expectations, cross-sectional variation has been documented based on
cognition (D’Acunto et al., 2019, 2021), socioeconomic status (Kuhnen and Miu, 2017; Das et al., 2020),
and local experiences (Kuchler and Zafar, 2019), among others.
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Figure 1. Survey Design

This figure describes the timeline of the survey waves run in each of three years (2020, 2021, 2023).
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Figure 2. Subjective and Objective Income Shocks

This figure plots binned-scatter plots of subjective income shocks (measured from the surveys) against

objective income innovations (measured based on equation (1)) at the individual level. Panel A plots

the raw values. In Panel B, variables are residualized by income changes in period t, age, age-squared,

education degree, expected log standard deviation of expected income growth in period t + 1, number

of hours worked per week, log income in period t, occupation industry fixed effects, and city×year fixed

effects. All variables are winsorized at 1% level within each wave.

Panel A: Unresidualized Panel B: Residualized
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Figure 3. Mistakes in Subjective Income Expectations

Panel A is a binned scatter plot of consumers’ ex-post income realizations against ex-ante income

expectations. Yt+1 is consumers’ realized income in period t + 1, measured in US dollars. EC [Yt+1]

is the income level consumers expect to realize in period t + 1, measured in US dollars. Panel B

plots within-individual income changes against changes in income expectations. Panels C and D are

histograms of the individual-level difference between income expectations and ex-post income realizations.

All variables are winsorized at the 1% level within each wave.

Panel A: Expectations vs Realizations Panel B: Expectations vs Realizations – Changes

Panel C: Mistakes in Income Expectations
Panel D: Mistakes in Income Expectations – Resid-
ualized
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Figure 4. Income Shocks and Mistakes in Subjective Income Expectations

This figure plots binned scatter plots of mistakes in subjective income expectations against income shocks.

Yt is consumers’ realized income in period t measured in US dollars. EC [Yt] is the income level consumers

expect to realize in period t measured in US dollars. εi,t is consumers’ income innovation measured based

on equation (1). Panels A and C plot the raw values. In panels B and D, variables are residualized

by income changes in period t, age, age-squared, education degree, expected log standard deviation of

expected income growth in period t + 1, number of hours worked per week, log income in period t,

occupation industry fixed effects, and city×year fixed effects. All variables are winsorized at 1% level

within each wave.

Panel A: Unresidualized Panel B: Residualized

Panel C: Unresidualized Panel D: Residualized
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Figure 5. Dynamics of Consumption and Debt Accumulation by Mistakes in Subjective
Income Expectations

This figure reports the coefficient estimates attached to mistakes in subjective income expectations on

cumulative spending and debt choices. Estimation is based on the specification in equation (4). In Panel

A, the outcome variable is total spending. In Panel B, it is the stock of unsecured debt. The red solid

lines report the estimates for consumers with positive expectation errors and the blue dashed lines for

consumers with negative expectation errors. The width of the shaded regions is twice the size of estimated

standard errors.

Panel A: Total Consumption Panel B: Unsecured Debt
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Figure 6. Structural Model: Impulse Responses after Transitory Income Shocks

This figure plots the IRFs based on the versions of our model with either diagnostic expectations (DE)

or rational expectations (RE) after a series of transitory income shocks at the half-year frequency. The

simulation is based on 20,000 individuals initially at the stochastic steady state. Starting at the stochastic

steady state, each individual receives a 3-year sequence of positive shocks that result in a 3-standard-

deviation cumulative shock over three years. The top left panel plots the income shocks. The top

right panel plots the updates in expected log income under both forms of expectations, where ot =

κ(1 + θ)(yt − α − ẑt−1). The bottom four panels are the percentage difference in income expectations,

consumption, borrowing, and default rate relative to when no shocks are introduced. In all panels, red

solid lines plot the results when θ = 1.68 (DE) and blue dashed lines when θ = 0 (RE).
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Figure 7. Simulating the Global Financial Crisis in the US

This figure simulates the 2008-2009 Global Financial Crisis in the US based on a series of transitory

income shocks at the half-year frequency. The simulation is based on 20,000 individuals. Starting at

the stochastic steady state, each individual receives a series of transitory shocks as indicated in the top

panel. In the bottom two panels, the red solid lines present the simulation when θ = 1.68 (diagnostic

expectations, DE); the blue dotted lines plot the results when θ = 0 (rational expectations, RE); the black

dashed lines plots the results in the data. In the middle panel, B/Y is the ratio of total debt from credit

cards and other credit lines on GDP, divided by the labor share. B/Y is detrended over 2003–2012. In the

bottom panel, p(default) is consumers’ debt delinquency rate multiplied by the proportion of consumers

who hold positive debt.
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TABLE I. Summary Statistics

This table reports summary statistics for our sample. Spending is the average monthly spending from the

checking accounts plus spending from credit card accounts. Income is the average monthly income inflow

computed as discussed in the main text. Savings is the average level of savings. Limit is the credit card

limit retrieved for each consumer from the Chinese credit registry. Debt is the average interest-incurring

credit card debt for each consumer. Debt|Debt> 0 is the average interest-incurring credit card debt for

those who hold anye debt. EC[Income] is based on the answers from survey questions Q6. SDC[∆ log

Income] is the subjective standard deviations of expected income growth. All level variables are measured

in US dollars and winsorized at the 1% - 99% level within each wave.

(1) (2) (3) (4) (5) (6)
Mean SD p25 Median p75 N

Age 39.131 11.452 28 38 48 10500
Female 0.515 0.5 0 1 1 10500
Spending 1415.293 1401.176 515.798 990.755 1770.79 10500
Income 2063.962 2121.262 722.143 1226.571 2452.465 10500
Saving 17823.506 29864.222 1644.421 4246.453 19911.176 10500
Limit 12477.656 17385.349 2031.25 3906.25 15625 10500
Debt 993.729 1619.204 0 0 1503.557 10500
Debt|Debt> 0 2258.665 1767.086 645.836 1861.474 3491.11 4626
EC[Income] 2034.039 1597.77 937.5 1540.865 2615.385 10500
SDC[∆ log Income] 0.266 0.662 0.02 0.057 0.204 10500
EC[Income]-Income 228.031 1791 -408.443 381.032 1109.258 10500
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TABLE II. Income Shocks and Mistakes in Subjective Income Expectations

This table reports the results for estimating a set of ordinary least-squares regressions. EC [Yt+1] is the

expected level of income (measured in US dollar thousands) in period t + 1. EC [∆Yt] is the difference

between reported expected income (measured in US dollar thousands) in period t and realized income in

period t−1. E[Yt] is the expected income at time t estimated based on equation (1). SD(EC [∆ log Yt]) is

the standard deviation of expected income growth in period t based on survey questions 4, 5, and 6 and

assuming that income growth follows a Triangular distribution. College is an indicator for whether the

consumers’ highest degree is college and above. logHourst is the number of hours the consumer reports

working per week in period t. log Yt and logLt are the log monthly income and log credit card limit in

period t. Columns (1)–(3) use the whole sample. Columns (4)–(6) consider observations in 2020, 2021,

and 2023 separately. Because we only have one observation per individual per year, these specifications

include no individual fixed effects. All variables are winsorized at the 1% - 99% level within each wave.

(1) (2) (3) (4) (5) (6)
All All All 2020 2021 2023

EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.485*** 0.436*** 0.401*** 0.468*** 0.422*** 0.394***
(0.044) (0.049) (0.083) (0.062) (0.072) (0.090)

∆Yt 0.021 -0.046 0.000 0.035 0.038
(0.022) (0.050) (0.030) (0.035) (0.036)

EC [∆Yt] -0.040 0.067 0.006 -0.119 -0.053
(0.057) (0.088) (0.077) (0.090) (0.097)

Age -0.022** -0.097
(0.010) (0.082)

Age2 0.000** 0.001
(0.000) (0.001)

Female -0.163***
(0.043)

College 0.072*
(0.041)

logHourst -0.005 -0.079 0.044 -0.073 -0.072
(0.072) (0.097) (0.083) (0.115) (0.126)

SD(EC [∆ log Yt]) -0.017 0.042 -0.001 -0.040 -0.015
(0.018) (0.038) (0.023) (0.034) (0.022)

log Yt−1 -0.240*** -0.326*** -0.217*** -0.289*** -0.234***
(0.035) (0.119) (0.040) (0.070) (0.055)

logLt−1 0.011 0.020 0.015 0.024 0.018
(0.011) (0.026) (0.015) (0.024) (0.021)

N 10,500 10,500 10,500 4108 3105 3287
Industry FE No Yes No Yes Yes Yes
City × Round FE No Yes Yes Yes Yes Yes
City FE No No No No No No
Individual FE No No Yes No No No
R2 3.78% 13.31% 61.79% 10.79% 16.03% 13.54%

Standard Errors Clustered at City Level in Parentheses
* p<0.10 ** p<0.05 *** p<0.01
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TABLE III. Income Shocks and Mistakes in Subjective Income Expectations—
Heterogeneity Analysis

This table reports the results for estimating a set of ordinary least-squares regressions. EC [Yt+1] is the

expected level of income (measured in US dollar thousands) in period t + 1. EC [∆Yt] is the difference

between reported expected income (measured in US dollar thousands) in period t and realized income

in period t − 1. E[Yt] is the expected income at time t estimated based on equation (1). SDH is a

dummy variable that equals 1 if the standard deviation of expected income growth in period t based on

survey questions 4, 5, and 6 and assuming that income growth follows a Triangular distribution is above

the median. AgeH is a dummy variable that equals 1 if the consumer’s age is above 38. College is an

indicator for whether the consumers’ highest degree is college and above. Gov is an indicator for whether

the consumers works in government-related position. 1{Yt−E[Yt]<0} is a dummy variable indicating if the

income shock is negative. Controls include log number of hours worked, log income and credit limit in

period t − 1, subjective uncertainty about income in period t, and the variables in levels. All variables

are winsorized at the 1% - 99% level within each wave.

(1) (2) (3) (4) (5) (6)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.486*** 0.292*** 0.535*** 0.470*** 0.411*** 0.386***
(0.045) (0.073) (0.049) (0.126) (0.083) (0.116)

YH × (Yt − E[Yt]) -0.263**
(0.106)

SDH × (Yt − E[Yt]) 0.159*
(0.091)

AgeH × (Yt − E[Yt]) -0.240**
(0.107)

DegreeH × (Yt − E[Yt]) -0.139
(0.131)

Gov × (Yt − E[Yt]) -0.388*
(0.197)

1{Yt−E[Yt]<0} × (Yt − E[Yt]) -0.088
(0.194)

N 10,500 10,500 10,500 10,500 10,500 10,500
Controls Yes Yes Yes Yes Yes Yes
City × Round FE Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes
R2 60.74% 60.78% 60.77% 60.76% 60.75% 60.76%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE IV. Persistent and Transitory Income Shocks and Mistakes in Subjective Income
Expectations

The dependent variables across all columns are the log forecast errors in the next period, EC [yt+1] −
yt+1. EC [yt] is the log of expected level of income. ξ is the permanent income shock, whereas ε is

the transitory income shock. We describe the decomposition between permanent and transitory income

shocks in Appendix C. SD(EC [∆ log Yt]) is the standard deviation of expected income growth in period

t. logHourst is the log number of hours the customers usually work every week in period t. log Yt−1 and

logLt−1 are respectively log monthly income and log credit card limit in period t − 1. All variables are

winsorized at 1% level by each wave.

(1) (2) (3) (4) (5) (6) (7) (8)

Panel A: Objective Expectations Panel B: Subjective Expectations

ε (transitory) 0.132*** 0.148** 0.172*** 0.195***
(0.027) (0.039) (0.060) (0.051)

ξ (permanent) 0.173*** 0.185*** 0.203*** 0.209***
(0.039) (0.042) (0.067) (0.071)

∆Yt−1 0.068*** 0.075*** 0.061*** 0.072***
(0.017) (0.022) (0.019) (0.021)

logHours -0.059 -0.099 -0.084 -0.089
(0.070) (0.070) (0.066) (0.061)

SD(EC [∆ log Yt+1]) -0.004 0.084*** 0.054* 0.062**
(0.031) (0.027) (0.029) (0.029)

log Yt−1 -0.054 -0.148* -0.182** -0.138
(0.077) (0.082) (0.082) (0.085)

logLt−1 -0.023 -0.019 -0.023 -0.019
(0.018) (0.017) (0.016) (0.014)

N 10,500 10,500 10,500 10,500 10,500 10,500 10,500 10,500
City × Round FE Yes Yes Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes Yes Yes
R2 63.72% 63.79% 62.64% 62.70% 62.79% 62.88% 62.69% 62.76%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE V. Mistakes in Subjective Income Expectations and Spending Decisions

This table reports the results for estimating a set of ordinary least-squares regressions. ∆Ct is the

difference in the monthly average consumption between t and t − 1 (measured in US dollar thousands).

EC [Yt+1] is the expected level of income (measured in US dollar thousands) in period t + 1. Cons is

equal to one if the consumer’s credit line utilization rate is above the median. High S% is equal to one is

the consumer’s saving rate is above the median. Controls include Cons, High S%, EC [∆Yt], logHourst,

SD(EC [∆ log Yt]), log Yt−1, and logLt−1. All variables are winsorized at the 1% - 99% level within each

wave.

(1) (2) (3) (4) (5) (6) (7)

∆Ct

Yt − E[Yt] 0.243*** 0.281*** 0.167*** 0.109 0.438*** 0.060 0.283***
(0.043) (0.055) (0.046) (0.070) (0.063) (0.063) (0.055)

Yt − E[Yt]× Cons 0.296*** 0.174*
(0.094) (0.094)

Yt − E[Yt]×High S% -0.256*** -0.163***
(0.062) (0.060)

EC [Yt+1]− Yt+1 0.280*** 0.241*** 0.313***
(0.018) (0.029) (0.026)

EC [Yt+1]− Yt+1 × Cons 0.065*
(0.039)

EC [Yt+1]− Yt+1 ×High S% -0.074*
(0.043)

N 10,500 10,500 10,500 10,500 10,500 10,500 10,500
Controls No Yes Yes Yes Yes Yes Yes
City × Round FE Yes Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes Yes
R2 54.20% 54.30% 59.55% 55.24% 54.61% 60.46% 59.78%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE VI. Income Shocks, Belief Errors, and Subsequent Borrowing and Default

This table reports the results for estimating a set of ordinary least-squares regressions. ∆Bt+1 is the

difference in the average interest-incurring unsecured debt between t + 1 and t (measured in US dollar

thousands). Defaultt+1 is equal to one if the consumer has a 90-day delinquency over the borrowing

during t+ 1. All variables are winsorized at the 1% - 99% level within each wave.

(1) (2) (3) (4) (5) (6) (7) (8)

∆Bt+1 Defaultt+1

Yt − E[Yt] 0.031* -0.006 -0.039 -0.029 0.004 -0.357 -0.066 0.060
(0.018) (0.018) (0.040) (0.039) (0.197) (0.218) (0.495) (0.498)

EC [Yt+1]− Yt+1 0.075*** 0.073*** 0.064*** 0.745*** 0.985*** 0.872***
(0.010) (0.013) (0.014) (0.101) (0.144) (0.150)

E[Yt+1]− Yt+1 0.099** 1.205**
(0.046) (0.588)

EC [∆Yt] -0.031 -0.002 -1.080** -0.722*
(0.031) (0.032) (0.466) (0.417)

logHourst -0.058 -0.058 0.035 0.027
(0.049) (0.050) (0.727) (0.726)

SD(EC [∆ log Yt]) -0.013 -0.013 -0.162 -0.163
(0.018) (0.018) (0.309) (0.310)

log Yt−1 0.048 0.063 0.772 0.957*
(0.057) (0.056) (0.530) (0.533)

logLt−1 -0.006 -0.005 -0.082 -0.072
(0.012) (0.011) (0.164) (0.165)

N 10,500 10,500 10,500 10,500 10,500 10,500 10,500 10,500
Industry FE No No Yes Yes No No Yes Yes
City × Round FE No No Yes Yes No No Yes Yes
Individual FE No No Yes Yes No No Yes Yes
R2 0.06% 2.16% 61.05% 61.08% 0.00% 0.97% 55.88% 55.91%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE VII. Structural Model: Estimation

This table reports the estimated parameters of the structural model. Panel A presents the parameters

estimated in the first stage and Panel B those estimated in the second stage based on SMM. Panel

C reports the matched moments and Panel D the moments not targeted directly. w/c is the average

wealth-consumption ratio. p(default) is the proportion of defaults. w/y is the average wealth-income

ratio. median(w/y) is the median of the wealth-income ratio. top 5% liq share is the fraction of savings

held by the top 5% individuals in the model. debtor % is the fraction of consumers with positive debt.

Estimation of moments in the model is based on a simulation of 5,000 individuals with 500 periods, after

a burning period of 1,000 periods for the distribution to reach the steady state. Estimation of moments

in the data is based on a random 5% of active customers in the bank’s database. Model moments are

trimmed at savings to average income ratio larger than 8.13.

Panel A Panel B Panel C Panel D
First-Stage Parameters Second-Stage Prameters Targeted Moments Not Targeted Moments

Estimates Estimates S.E. Data Model Data Model
(1) (2) (3) (4) (5) (6) (7)

α 0 γ 2.511 (0.045) w/c 0.846 0.846 w/y 1.351 1.263
ρ 0.970 χ 24.453 (0.095) p(default) 2.31% 2.31% median(w/y) 0.731 0.780
σν 0.150 top 5% liq share 31.38% 31.07%
σε 0.420 debtor % 29.89% 31.89%
β 0.975
ν 0.050
rb 0.055
rs 0.014
θ 1.680

56



TABLE VIII. Structural Model: Linking Income Shocks, Mistakes in Income Expecta-
tions, and Consumption-Debt Choices

In Panel A (data), EC [Yt+1] is the expected level of income in period t+ 1. In Panels B and C (model),

EC [Yt+1] is the expected level of income at time t under diagnostic expectations with θ = 1.68 and θ

= 0, respectively. In Panel A, E[Yt+1] is the expected income in time t estimated based on equation

(1). In Panel B and C, E[Yt+1] is the expected income when θ = 1.68 and θ = 0, respectively. ∆Ct is

the changed in total consumption, ∆Bt+1 is the next-period changes in total liquid debt. Default is a

dummy variable that is equal to 100 if consumer i has a 90-day delinquency, and zero otherwise. All

variables in Panel A are winsorized at the 1% level within each wave. For columns (1) and (2) in Panels

B and C, sample is based on 100,000 periods of simulation with a burning periods of 100. For columns (3)

to (5) in Panels B and C, the analysis is based on a simulation of 20,000 individuals with 1,000 periods,

after a burning period of 100 periods. Simulated data are right-trimmed at a savings-to-average-income

ratio larger than 8.13, which is the highest value in the data.

(1) (2) (3) (4) (5)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 ∆Ct ∆Bt+1 Defaultt+1

Panel A: Data

Yt − E[Yt] 0.400***
(0.096)

Yt − EC [Yt] 0.362***
(0.074)

EC [Yt+1]− Yt+1 0.241*** 0.074*** 0.918***
(0.025) (0.014) (0.138)

N 10,500 10,500 10,500 10,500 10,500

Panel B: θ = 1.680

Yt − E[Yt] 0.400***
(0.004)

Yt − EC [Yt] 0.351***
(0.003)

EC [Yt+1]− Yt+1 0.251*** 0.071*** 0.931***
(0.000) (0.000) (0.003)

N 999,998 999,998 7,900,875 7,900,875 7,900,875

Panel C: θ = 0

Yt − E[Yt] -0.040***
(0.003)

Yt − EC [Yt] -0.040***
(0.003)

EC [Yt+1]− Yt+1 -0.002*** 0.029*** 0.249***
(0.000) (0.000) (0.001)

N 999,998 999,998 7,900,875 7,900,875 7,900,875

Standard Errors in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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Subjective Income Expectations and
Household Debt Choices

Francesco D’Acunto, Michael Weber, Xiao Yin
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Figure A.1. Comparing Computed Individual-level Income and Registry-based Income

Panel A in this figure is a binned scatter plot that compares the income values computed by the bank

based on the transaction-level data the bank accesses and following the steps described in section II.B. of

the paper and the registry income values reported by the same consumers in our sample to the Chinese

tax authority, which can be accessed through one-to-one matching of individual tax identifiers. Panel B

compares consumer answers from survey question 1 and the income from the bank at the same period.

Panel A: Comparisions of Income Measures Panel B: Survey Answers and Bank Measures
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Figure A.2. Income Shocks and Mistakes in Subjective Income Expectations by Industry

This figure presents the binned-scatter plots of misbeliefs in future income vs past income shocks. The

four panels respectively plots individuals working in governement, education, household service, and

business service sectors.

Panel A: Government Panel B: Education

Panel C: Household Service Panel D: Business Service
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Figure A.3. Equilibrium Distribution of Saving

This figure is a histogram of the equilibrium distribution of consumer saving to average income ratio.

Saving is equal to total resource available a at the beginning of the period minus the total consumption

c. The plot is based on simulated steady-state distribution based on a simulation of 5,000 individuals

with 500 periods, after a burning period of 1,000 periods for the distribution to reach the steady state.

The plot is right trimmed at saving to average income ratio larger than 20.

4



Figure A.4. Impulse Responses after Persistent Income Shocks

This figure gives the IRFs after a series of persistent income shocks at the half-year frequency. The

simulation is based on 20,000 individuals initially at the stochastic steady states. Starting at the stochastic

steady states, each individual receives a 3-year sequence of positive shocks that result in a 3 standard

deviation cumulative shock over three years. The top left panel gives the introduced transitory income

shocks. The top right panel gives the updates in expected log income, where ot = κ(1 + θ)(yt−α− ẑt−1).

The bottom four panels are respectively the percentage difference in income expectations, consumption,

borrowing, and default probability relative to when shocks are not introduced. The red solid lines present

the results when θ = 1.68; the blue dashed lines present the results when θ = 0.
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TABLE A.1. Data Comparison

Panel A gives the summary statistics of the main sample. Panel B gives the summary statistics of a 5%

random sample of all consumers at the bank. All variables are winsorized at 1% - 99% level.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Panel A: Survey Sample Panel B: Whole Sample

Mean SD p25 Median p75 Mean SD p25 Median p75

Age 39.28 9.00 29 39 48 41.23 10.23 29 41 50
Female 0.52 0.50 0 1 1 0.50 0.50 0 0 1
Spending 1245.31 1588.01 292.73 761.68 1451.23 1397.84 2103.67 347.07 846.23 1863.81
Income 2067.28 2124.95 722.30 1227.24 2459.59 2258.03 2632.17 843.32 1467.32 2866.33
Saving 17817.82 29855.22 1645.41 4261.38 19893.30 20121.23 38661.00 1787.90 7762.33 24378.90
Limit 12473.88 17380.76 2031.25 8593.75 23437.50 135671.09 23241.89 2812.50 10156.25 28125.00
Debt 1014.86 1655.40 0.00 0.00 1510.59 1003.69 2355.40 0.00 0.00 2123.66
Debt|Debt> 0 2315.65 1830.48 651.09 1863.64 3717.34 2247.84 2543.23 451.75 1932.52 4021.21
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TABLE A.2. Shock Correlation

EC [Yt+1] is the expected level of income in period t + 1. E[Yt] is the expected income at time t

estimated from (1). Yt is income in period t. ∆ct is log changes in total spending from period t − 1

to t. SD(EC [∆ log Yt]) is the standard deviation of expected income growth in period t assuming income

growth follows a Triangular distribution. logHourst is the log number of hours the customers usually

work every week in period t. log Yt−1 and logLt−1 are respectively log monthly income and log credit

card limit in period t− 1. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4)
E[Yt+1]− Yt+1 E[Yt+1]− Yt+1 E[Yt+1]− Yt+1 E[Yt+1]− Yt+1

Yt − E[Yt] 0.057 0.044
(0.096) (0.090)

Yt − EC [Yt] 0.063 0.077
(0.089) (0.098)

EC [∆Yt] -0.022 -0.013
(0.051) (0.033)

logHourst -0.015 -0.014
(0.053) (0.051)

SD(EC [∆ log Yt]) -0.019 -0.024*
(0.014) (0.012)

log Yt−1 -0.105 -0.100*
(0.065) (0.055)

logLt−1 0.009 0.009
(0.010) (0.012)

N 10,497 10,497 10,497 4,377
City × Round FE No Yes No Yes
Individual FE No Yes No Yes
R2 1.06% 29.34% 0.75% 24.34%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.3. Income Shocks and Mistakes in Subjective Income Expectations—Subjective
Income Shocks

EC [Yt+1] is the expected level of income in period t + 1. EC [∆Yt] is the difference between reported

expected income in period t and realized income in period t − 1. SD(EC [∆ log Yt]) is the standard

deviation of expected income growth in period t assuming income growth follows a Triangular distribution.

Degree is the consumers’ highest degree earned. logHourst is the log number of hours the customers

usually work every week in period t. log Yt−1 and logLt−1 are respectively log monthly income and log

credit card limit in period t− 1. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4) (5) (6)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 ∆Ct ∆Ct ∆Bt+1 ∆Bt+1

Yt − EC [Yt] 0.369*** 0.362*** 0.165*** 0.372*** 0.231* 0.082*
(0.071) (0.074) (0.024) (0.083) (0.137) (0.048)

EC [∆Yt] 0.065 -0.023
(0.057) (0.035)

1{Yt−E[Yt]<0} 0.391* 0.163**
(0.210) (0.080)

(Yt − E[Yt])× 1{Yt−E[Yt]<0} 0.019 -0.016 0.053 0.055 -0.014
(0.081) (0.028) (0.085) (0.085) (0.028)

logHours -0.116 -0.134*** -0.164 -0.171 -0.133***
(0.099) (0.050) (0.148) (0.145) (0.048)

SD(EC [∆ log Yt+1]) 0.000 -0.011 0.010 0.010 -0.012
(0.015) (0.012) (0.031) (0.031) (0.013)

log Yt−1 -0.285** -0.051 -0.201 -0.193 -0.048
(0.122) (0.048) (0.130) (0.129) (0.047)

logLt−1 0.024 0.012 -0.029 -0.029 0.013
(0.028) (0.012) (0.026) (0.026) (0.012)

N 10,467 10,467 10,467 10,467 10,467 10,467
City × Round FE Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes
R2 61.04% 61.09% 60.56% 53.90% 53.96% 60.61%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.4. Income Shocks and Mistakes in Subjective Income Expectations—
Alternative Specification

EC [Yt+1] is the expected level of income in period t+ 1. E[Yt] is the expected income at time t estimated

from

yi,t+1 = ρj,k,ayi,t + ΓXi,t + εi,t+1,

where yi,t+1 = log Yi,t+1. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4) (5) (6)
All All All 2020 2021 2023

EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.453*** 0.389*** 0.382*** 0.457*** 0.369*** 0.339***
(0.042) (0.053) (0.082) (0.089) (0.084) (0.112)

EC [∆Yt] -0.035 0.035 0.012 -0.053 -0.132
(0.052) (0.089) (0.073) (0.078) (0.121)

Age -0.025***
(0.011)

Age2 0.000**
(0.000)

Female -0.159***
(0.042)

College 0.067*
(0.038)

logHourst -0.012 -0.133 -0.019 -0.135 0.253
(0.070) (0.093) (0.072) (0.101) (0.182)

SD(EC [∆ log Yt]) -0.022 0.023 -0.003 -0.049* 0.021
(0.018) (0.038) (0.021) (0.024) (0.055)

log Yt−1 -0.241*** -0.301** -0.233*** -0.270*** -0.217**
(0.032) (0.130) (0.049) (0.049) (0.101)

logLt−1 0.007 0.034 0.011 0.019 0.055
(0.014) (0.031) (0.015) (0.019) (0.042)

N 10,497 10,497 10,497 4,377 3,103 3,017
Industry FE No Yes No Yes Yes Yes
City × Round FE No Yes Yes Yes Yes Yes
Individual FE No No Yes No No No
R2 3.44% 12.57% 60.61% 9.99% 12.81% 17.83%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.5. Elasticity of Total Spending to Income Shocks

yt is log income in period t. ∆ct is log changes in total spending from period t−1 to t. SD(EC [∆ log Yt])

is the standard deviation of expected income growth in period t assuming income growth follows a

Triangular distribution. logHourst is the log number of hours the customers usually work every week in

period t. log Yt−1 and logLt−1 are respectively log monthly income and log credit card limit in period

t− 1. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4)
∆ct ∆ct ∆ct ∆ct

yt − E[yt] 0.233*** 0.236*** 0.232*** 0.185***
(0.023) (0.023) (0.023) (0.022)

E[yt]− yt−1 -0.106*** -0.098*** -0.058
(0.023) (0.022) (0.042)

logHours 0.034 0.068 -0.070
(0.050) (0.054) (0.104)

SD(EC [∆ log Yt+1]) 0.015 0.021* 0.079*
(0.012) (0.013) (0.044)

log Yt−1 -0.102*** -0.075*** -0.105
(0.020) (0.022) (0.067)

logLt−1 -0.002 0.001 -0.023
(0.010) (0.010) (0.021)

N 10,442 10,442 10,442 10,442
Industry FE No No Yes No
City × Round FE No No Yes Yes
Individual FE No No No Yes
R2 1.79% 2.80% 5.59% 54.16%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.6. Mistakes in Subjective Income Expectations, Cash Withdrawals, and Cross-
Bank Transfers

∆Withdrawt is the changes in cash withdrawal between t and t − 1, ∆Transfert is the changes in the

net transfers from this bank to other bank accounts. E[Yt+1] is the expected level of income in period

t + 1. EC [∆Yt] is the difference between reported expected income in period t and realized income in

period t−1. SD(EC [∆ log Yt]) is the standard deviation of expected income growth in period t assuming

income growth follows a Triangular distribution. logHourst is the log number of hours the customers

usually work every week in period t. log Yt−1 and logLt−1 are respectively log monthly income and log

credit card limit in period t− 1. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4)
∆Withdrawt ∆Withdrawt ∆Transfert ∆Transfert

EC [Yt+1]− Yt+1 0.031 0.013 -0.020 -0.029
(0.064) (0.055) (0.016) (0.031)

E[∆Yt] 0.170** -0.072**
(0.064) (0.033)

Age 0.012*
(0.006)

Age2 -0.000*
(0.000)

Female -0.015**
(0.007)

College 0.020***
(0.004)

SD(E[∆ log Yt+1]) -0.027*** -0.032***
(0.009) (0.007)

logHours 0.000 -0.033***
(0.001) (0.008)

log Yt−1 0.025** 0.006
(0.013) (0.005)

logLt−1 -0.021* -0.011**
(0.012) (0.005)

N 10,497 10,497 10,497 10,497
City FE × Round FE No No Yes Yes
Individual FE No No Yes Yes
R2 0.27% 17.32% 56.32% 59.99%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.7. Objective Unexpected Income Shocks and Choice—Longest Time Series
Available

∆Ct is the differences in the total spending between t and t − 1. ∆Bt+1 is the differences in the end-

of-period interest-incurring unsecured debt between t + 1 and t. Defaultt+1 is an indicator for 90-day

delinquency in t + 1. E[Yt] is estimated based on equation (1). ∆Yt is the changes in income between

period t− 1 and period t. Columns (1), (3), and (5) focus on the same sample period as that in the main

analysis. Columns (2), (4), and (6) use a longer sample that includes all the data available for the same

survey participants. All variables are winsorized at 1% - 99% level by each wave.

(1) (2) (3) (4) (5) (6)
∆Ct ∆Ct ∆Bt+1 ∆Bt+1 Defaultt+1 Defaultt+1

Yt − E[Yt] 0.344*** 0.302*** 0.009 0.011 0.561 0.437
(0.060) (0.094) (0.040) (0.033) (0.502) (0.833)

E[∆Yt] 0.029 0.029 -0.061** -0.060*** 0.033 -0.006
(0.062) (0.038) (0.032) (0.022) (0.421) (0.244)

E[Yt+1]− Yt 0.055 0.029 0.274*** 0.242*** 3.602*** 3.033***
(0.093) (0.038) (0.051) (0.071) (0.621) (0.557)

log Yt−1 -0.172** -0.219*** 0.085 0.055 -1.222** -1.238***
(0.085) (0.117) (0.054) (0.047) (0.475) (0.533)

logLt−1 -0.018 -0.021 -0.002 0.008 -0.037 -0.012
(0.016) (0.019) (0.011) (0.009) (0.171) (0.113)

N 10,500 46,380 10,500 46,380 10,500 46,380
City × Round FE Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes
Longer Sample No Yes No Yes No Yes
R2 57.89% 46.77% 62.30% 56.52% 58.21% 41.20%

Standard Errors Clustered at City Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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B: Household Consumption Survey

Please read the following information carefully:

To better understand the households’ consumption behaviors, we selected a certain number of active

users to participate in a survey. The survey is expected to take about 5 minutes. If you choose to take

the survey, you will be awarded a 10-CNY Red Pocket.

The data will be analyzed by third-party research scholars for scientific research purposes and will not

be evaluated by this bank. We will not disclose participants’ identifiable information in any respect. We

will not, to any extent, change the types of financial products we provide, including credit scores, credit

limits, deposit rates, etc., based on participants’ answers. Therefore, please answer based on your actual

opinion.

Please confirm if you would like to participate and complete the survey.

• Yes

• No

1. What was your total income over the past 12 months?

Note: income includes wages, salaries, bonuses, commission, etc., excluding earnings from financial
investment.

2. How many banks or financial platforms do you usually use for daily transactions?

(a) 0
(b) 1
(c) 2
(d) 3 or more

3. How many hours do you usually work per week?

For the following three questions, we would like to ask you about your income expectations over the next
six months. Please consider the case if you do not have a job change.

Note: income includes wages, salaries, bonuses, commission, etc., excluding earnings from financial
investment.

4. What would be the lowest possible level of total income you believe you would get over the next 6
months?

5. What would be the highest possible level of total income you believe you would get over the next 6
months?

6. What would your total income most likely be over the next 6 months?
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For the following three questions, we would like to ask you about your income expectations over the next
12 months. Please consider the case if you do not have a job change.1

7. What would be the lowest possible level of total income you believe you would get over the next 12
months?

8. What would be the highest possible level of total income you believe you would get over the next 12
months?

9. What would your total income most likely be over the next 12 months?

For the following three questions, please answer if you are currently investing in the stock market.

10. What would be the lowest amount of income you believe you could earn from investing in the financial
market in total over the next 6 months?

Note: use negative number for a negative return.

11. What would be the highest amount of income you believe you could earn from investing in the
financial market in total over the next 6 months?

Note: use negative number for a negative return.

12. What would be the total amount of income you would most likely earn from investing in the financial
market in the next 6 months?

Note: use negative number for a negative return.

1Questions 7 - 9 were asked in 2023.
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C: Transitory and Persistent Shocks

In section A. of the paper, we report the results for considering separately the effect of permanent and

transitory shocks on forecast errors. This appendix describes how we obtain the decomposition, which

follows Pistaferri (2001b). Specifically, let log income, yi,t, follow

yi,t = Zi,tΘ + ΓiΠ + pi,t + εi,t

pi,t = pi,t−1 + ξi,t,

where Γi is the time-invariant component and Zi,t the time-variant component. The log growth in income

can be summarized as

∆yi,t = ∆Zi,tΘ + ξi,t + ∆εi,t.

Following Pistaferri (2001b), ∆Zi,tΘ = γ0 + γ1agei,t. Then with subjective expectation data and under

the assumption of rational expectations, the transitory and persistent shocks can be retrieved with

εi,t = −Ei,t[∆yi,t+1] + (γ0 + γ1agei,t+1)

ξi,t = ∆yi,t+1 − Ei,t−1[∆yi,t]− εi,t − γ1.

Note that this decomposition strategy requires the assumption that subjective expectations satisfy

rational expectations, which is violated in our setting. Instead, we use both objective income expectations

as retrieved from (1) and subjective income expectations as elicited from the surveys to perform the

decomposition.

Table C.1 provides the variance decomposition of the persistent and transitory shocks. The table

reveals that more than three-quarters of the variation of unexpected income growth derives from transitory

shocks.
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Table C.1. Variance Decomposition of Persistent and Transitory Income Shocks

∆yt − E[∆yt] is the unexpected income growth. ξ is the persistent income shock. ε is the transitory

income shock. In Panel A, expectations are based on the objective income expectations (1). In Panel B,

expectations are based on the subjective income expectations elicited from the surveys.

(1) (2) (3) (4)
V ar(∆yt − E[∆yt]) V ar(ξ) V ar(ε) 2Cov(ξ, ε)

Panel A: Objective

Level 0.434 0.117 0.356 -0.039
Percent 100.00% 26.96% 82.03% -8.99%

Panel B: Subjective

Level 0.520 0.114 0.431 -0.025
Percent 100.00% 21.95% 82.89% -4.84%
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D: Model Solution

D.1: Solving the Model

We use value function iteration to solve the model. For a set of state variables (ai,t, ẑi,t, zi,t, εi,t), the

procedure of solving the model is as follows:

1. Discretize the state for current wealth into na = 100 grid points over −b̄ and amax = 50. The

maximum value is set to roughly match the maximum in the data, which is around 50 times the

average income.

2. Discretize ẑi,t, zi,t, and εi,t into seven values using the Tauchen methods.

3. Given each combination of state variables Θi,t, use value function iteration to solve for V ND(Θi,t),

V D(Θi,t), and V (Θi,t) until V (Θi,t) converges.

4. For V ND(Θi,t) and V D(Θi,t), solve for the policy function for consumption cND(Θi,t) and

cD(Θi,t). Get the policy function for default d(Θi,t) based on (13) and consumption c(Θi,t) =

(1− d(Θi,t))c
ND(Θi,t) + d(Θi,t)c

D(Θi,t).

5. Linearly interpolate to get the optimal policy functions c∗(θi,t) and d∗(θi,t).

D.2: Estimation

The estimation consists of two stages. In the first stage, we rely on our income and beliefs microdata. We

pin down the parameters associated with the income process such as the degree of extrapolation θ and

the marginal rate of garnishment. In the second stage, we use the simulated method of moments (SMM)

to get the estimates of consumers’ coefficient of risk aversion γ and non-pecuniary costs of default χ.

First Stage: The first-stage estimation requires the use of income and survey data. We first set

the time frequency t to six months to be consistent with the survey frequency. For the parameters

governing the income process, α, ρ, σ2
ε , and σ2

η, we residualize all individual incomes by age quintiles,

year, education, occupation industry, city, and gender fixed effects, and estimate the process in (5) using

the method of moments. After residualization, α is set to 0. When solving the model, we measure

consumption and saving with respect to the level of average income.

We report the estimation results in Panel A of Table VII. Log income is highly serially correlated

(AR(1) coefficient of 0.97). The average annualized interest rate on deposits in the data is around 2.8%.

We therefore set rs = 1.4%. We use various interest rates and fees on the credit card borrowing from

the bank to determine rb. The average daily interest rate on credit card debt is 5 basis points. After

accounting for a 45 days interest-free period, a 2.5% reward rate, and 1% of of debt-related fees, we set

rb to 5.5% per six months. We set a uniform credit limit for all consumers (l = 1.4) so that the average

credit limit to average income in the model matches the average total credit limit to annual income in
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the data (73%).2 We compute the marginal garnishment rate ν from the bank’s database—it is about

5%, which corresponds roughly to one third of the average monthly income in the data.3 We set the

discount rate β = 0.950.5, so that the annual rate is 0.95. Finally, we calculate θ to match the regression

coefficient of subjective beliefs errors on income shocks, which yields θ = 1.68.

Second Stage: We use SMM to estimate γ and χ. The targeted moments are the average wealth-

consumption ratio and average default rate. The intuition behind the relationship between targeted

moments and estimated parameters is as follows. The risk-aversion parameter γ captures the curvature

of the utility function. Higher risk aversion increases consumers’ willingness to save, thereby increasing

the wealth-to-consumption ratio. The stigma cost χ directly affects consumers’ willingness to default. A

higher χ indicates a higher cost of default and hence a lower default rate.

The SMM procedure searches for the set of parameters that minimize the weighted deviation between

the actual and simulated moments,

(m− m̂(Θ))′Ŵ (m− m̂(Θ)), (D1)

where Ŵ is the variance-covariance matrix of the data moments. The calculation of the empirical moments

is straightforward and is based on the main sample of analysis. The weight matrix Ŵ adjusts for the

possibility that some moments are more precisely estimated than others. We calculate Ŵ as the inverse

of the variance-covariance matrix of the empirical moments based on 100,000 bootstrap draws with

replacements.

For simulated moments, we focus on the steady-state distribution. Specifically, Given γ, χ, and

the parameters in the first stage, we simulate 20000 individuals with initial wealth uniformly distributed

between −b̄ and amax for 1000 periods. We then keep the data from period 501 to 1000 as the simulated

sample. With this solution algorithm, we calibrate the model by adjusting the targeted parameters in

each moment calculation iteration. We minimize (D1) by employing a global stochastic optimization

routine.

The standard errors are obtained using the delta-method and the empirical variance-covariance

matrix. The formula for the variance-covariance matrix of the SMM estimators is

(G′W−1G)−1 + (G′W̃−1G)−1.

2The level of credit limit to income is larger than the 20%-35% range in many previous papers using
data from the Survey of Consumer Finances in the US (Kaplan and Violante, 2014; Lee and Maxted,
2023). However, it is very close to the number in a recent report by Experian using administrative data.
The report documents that the average credit card limit in 2019 for an average American was around
$31,400, which is around 60% of the average individual income of $54,129 in 2019, and should be a lower
bound of the ratio between total limits over all lines of credit and income. See here and here for the
report.

3This number is sightly smaller than the estimate of around 9% from DeFusco et al. (2024) in the US,
conditional on being garnished for delinquent debt.
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The first term captures the error coming from the estimation of data moments, where W is the variance-

covariance matrix of data moments. The second term comes from the noise when estimating the simulated

moments. W̃ is the variance-covariance matrix of moments in simulated moments. G is the Jacobian

matrix around the SMM estimate.

We compute W̃ by bootstrapping the simulated sample using SMM-estimated parameters. We

start with simulated data (20,000 individuals for 500 periods). We then draw 20,000 individuals from

this sample with replacement and compute the moments. We repeat this procedure 100 times and use

these 100 sets of moments to compute the variance-covariance matrix W̃ .

We estimate G using the following technique. For the jth parameter θ̂j ∈ {γ̂, χ̂}, we simulate the

model, holding the other parameter constant and change θ̂j to θ̂j + ι and θ̂j − ι. For this we get four new

moments wcL, wcH , dL, and dH . Then the jth column of G will be [wcH − wcL, dH − dL]/(2ι). We set

ι = 0.001 for estimating G.
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